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FACTORS INFLUENCING THE PSYCHOMETRIC CHARACTERISTICS

OF AN ADAPTIVE TESTING STRATEGY FOR TEST BATTERIES

Recent studies (e.g., Bejar, Weiss, & Gialluca, 1977; Bejar, Weiss, &
Kingsbury, 1977) have demonstrated the feasibility of applying unidimensional
adaptive testing strategies to measure classroom achievement. Frequently, how-
ever, achievement test batteries are composed of items drawn from several dis-
tinct content or subject matter areas. Under these circumstances, the unidimen-
sionality assumption may be untenable or inappropriate when applied to the en-
tire set of items. Application of a unidimensional item response theory (IRT)
model to multidimensional test data usually results in achievement level esti-
mates that reflect achievement on onlv a small subset of the test domain (i.e.,
that subset of items having loadings on the first factor). Thus, for example,
although Bejar, Weiss, and Kingsbury (1977) showed that a single factor emerged
from analysis of a multicontent achievement test, that factor accounted for only
23.3% of the variance of the original variables. As a consequence, unidimen-
sional adaptive testing using that single factor would leave 76.7% of the origi-
nal variance of the items unaccounted for. Similar results were reported by
Reckase (1978), who showed first factors of achievement tests accounting for
1.6% to 81.4% of the variance of the original items.

Treating multicontent achievement test batteries as if they were unidimen-
sional also results in loss of diagnostic information about a student by reduc-
ing data on a student to only one score. Frequently, however, scores on each
content area are important information to be used by instructors for instruc-
tional decisions at both the individual and class level.

Brown and Weiss (1977) designed an adaptive testing strategy for use with
test batteries that would reduce testing time, yet provide scores on the sepa-
rate subtests in the battery. Their testing strategy included provision for
adaptively branching between content area subtests as well as adaptive item se-
lection within a content area subtest. Brown and Weiss investigated the charac-
teristics of their combined inter-subtest/intra-subtest adaptive testing strate-
gy using a real-data simulation of a military achievement test battery. In this .

approach, item response data obtained under conventional testing conditions were
reanalyzed as if they were administered by the adaptive testing strategy. The
findings indicated average reductions in test battery length of approximately
50% while maintaining high levels of psychometric information. Unfortunately,
Brown and Weiss's (1977) results confounded the relative contributions of intra-
subtest item selection and inter-subtest branching.

In an attempt to isolate the separate effects of tha intra-subtest and in-
ter-subtest components of the Brown and Weiss testing paradigm, Gialluca and
Weiss (1979), also using a real-data simulation design, applied the testing
strategy to a five-subtest biology test battery. Their findings showed test
length reductions of 20% to 30%, again with minimal loss of psychometric infor-
mation. They concluded that most of the reduction in test length was due to the
adaptive intra-subtest item selection procedure and that the addition of inter-
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subtest branching produced an additional reduction of 1% to 5% in test length.

Both Brown and Weiss (1977) and Gialluca and Weiss (1979) evaluated the
performance of the adaptive testing strategy in.similar ways. One of their
evaluative criteria was correlations of achievement estimates from the adaptive
tests with those from the original conventional tests. Evaluation of these cor
relations is difficult, however, since they are partwhole correlations that are
artifically inflated due to the items administered in common by the two testing
strategies. Thus, although the previous research has demonstrated essentially
no loss in psychometric information due to the adaptive testing strategy, the
question of the effect on score validity has not been investigated. Previous
research also was restricted to the application of only one method of ordering
subtests for adaptive administration: subtests in both studies were ordered by
their multiple correlations with each other.

Purpose

The present study investigated the separate contributions of intrasubtest
adaptive item selection and intersubtest adaptive branching in terms of (1)
reduction in the number of items administered, (2) psychometric information
available in the test scores, and (3) correlations between achievement estimates

derived from adaptive and conventional test administration with true achievement
levels. In addition, different methods for ordering the subtests for adaptive
administration were studied.

METHOD

Procedure

Test Items

Monte carlo simulation was used so that the validit,y question, i.e., the
correlation of observed with true ability estimates, could be adequately inves
tigated. Since a simulation study is valuable to the extent that the underlying
model accurately reflects the characteristics of actual data, the achievement
test data used by Brown and Weiss (1977) formed the basis for this study.

The Brown and Weiss data consisted of the response vectors of 365 Navy fire
control technicians on a 232item achievement test battery. The test battery
was composed of 12 subtests, each covering a different subject matter area. The
items were parameterized ildependently lor each subtest using Urry's (1976, p.
99) Ogivia computer profam utilizing'the threeparameter normal ogive model.

Table 1 shows the means and standard deviations of the IRT item parameters
a, b, and c from the Brown and Weiss (1977) Ogivia parameterization. (Individ-
ual item parameter estimates, by subtest, are in Appendix Table A. Columns 2,
3, and 4 of Table 1 show that, from the total available item pool of 232 items,
item parameter estimates were obtained for 87% (or 201) of these items. Subtest
12 lost the greatest number of items (28% of the original 25), whereas Subtests
1, 2, 6, and 8 did not lose any of their items.

Mean item difficulty (b) ranged from .06 for Subtest 1 to 1.44 for Subtest

8
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Table 1
Means and Standard Deviations of Normal Ogive Item Discrimination (a),

Difficulty (b), and Pseudo-Guessing (c) Parameters
for 12 Subtests (from Brown & Weiss, 1977)

Percent
Number of Items of Items parameter
Avail- Parame- Parame- a b c--,.

Subtest able terized , terized Mean SD Mean SD Mean SD

1 10 10 100 1.90 .62 .06 1.03 .52 .11
2 10 10 100 2.12 .86 .31 1.29 .53 .18
3 18 15 83 1.80 .56 .54 1.30 .55 .08
4 22 19 86 1.60 .60 .43 1.28 .47 .08
5 18 17 94 1.57 .65 .74 1:32 .47 .10
6 18 18 100 1.58 .43 1.19 1.45 .56 .09
7 14 13 93 1.98 .94 1.20 1.26 .52 .18
8 12 12 100 2.12 .90 .84 1.10 .43 .10
9 24 22 92 1.49 .59 .88 1.36 .43 .10

10 29 23 79 1.66 .57 1.28 1.12 .44 .14
11 32 24 75 1.48 .61 .91 1.39 .43 .14
12 25 18 72 1.73 .58 1.44 1.34 .52 .17

Total 232 201 87 1.75 .54 .82 1.38 .49 JO

2; and mean item discrimination (a) ranged from 1.48 for Subtest 11 to 2.12 for
Subtests 2 and 8. Mean estimates of the pseudo-guessing parameter (c) ranged
from .43 for Subtests 8, 9, and 11 to .56 for Subtest 6.

Generation of Simulated Examinees

The first step in a simulation is generation of hypothetical examinees with
trait levels matching known or assumed characteristics of a real population.
Using the subtest score intercorrelation matrix from Brown and Weiss (1977, p.

11), 12 trait levels were generated for each examinee by the following algo-
rithm. Twelve principal components were extracted from the subtest intercorre-
lation matrix. Independently distributed standard normal deviates were drawn
from a random number generator and assigned, one to each component. An examin-
ee's trait score was considered to be the sum of the product of the component
loading for that trait on each of the components, multiplied by the random devi-
ate, :assigned to that component. In matrix notation, this can be written as

= Z. Vi [1]

where Z is a 1 x 12 matrix of standard normal deviates and W is a 12 x 12 matrix
of factor loadings.

A 1,000 x 12 (examinee-by-subtest) matrix of generated true achievement
levels was obtained for computing the subtest intercorrelation matrix to be used
for ordering the subtests by multiple correlations. A random sample of 300 ex-
aminees was retained for the testing-simulations. Using this examinee-by-sub-
test matrix of generated true achievement levels, the multivariate item response
matrix was generated.
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Item Response Generation

Response vectors for simulated examinees were generated based on the item
parameters for items measuring several latent traits. Given eik (simulee i's

true ability on trait k) and the parameters for item &on trait k, the probabil-
ity of simulee i respo-liding correctly was calculated as

Pgk(Oik) = c
gk

+ (1 - c
gk

) [Da
gk ik

- b
gk

)1 [2]

where

agk is the discrimination for item g measuring trait k,

b
gk is the difficulty of item g on trait k,

cgk is the pseudo-guessing level of item g on trait k,

D is 1.7, a scaling constant for the logistic model,
and liqx] is the logistic cumulative distribution function.

The pt babilities thus computed were compared to a vector of uniformly dis-
tributed ranuom numbers, ru, in the interval 0 to 1. If

or if

r < P )
ugik

1u - gk ik ' gik

ru
p

u gk ik5, ugik = O.

Conventional Test

To provide a baSis for comparison of the adaptive testing strategy, conven-
tional administration of the achievement battery was also simulated. The sub-
tests were administered sequentially, with all items within a subtest given in
order and all examinees taking all the items in the same order. Owen's (1975)
Bayesian scoring algorithm was used to score each of the subtests, with a mean
of 0.0 and variance of 1.0 as the initial prior estimate for each subtest. That
is, no differential item selection or differential subtest order occurred for
the conventional test.

Adaptive Testing Strategy

As in the Brown and Weiss (1977) and Gialluca and Weiss (1979) studies, an
adaptive testing strategy utilizing both intra-subtest item selection based upon
the item information function and a regression-based inter-subtest branching
rule were used. Three ways of ordering the subtests, for use with the regres-
sion approach to estimate differential subtest entry, were simulated; (1) or-
dering on the basis of highest multiple correlation (as in the two previous

studies), (2) ordering on the basis of number of items in the subtest, and (3)
random ordering.

Additionally, an adaptive testing strategy employing only intra-subtest
,item selection was simulated. This was done in order to separate the effects of
variable termination in the intra-subtest item selection strategy from those of
the inter-subtest branching strategy. Instead of differential entry into subse-
quent subtests based on information from previous subtests, each'subtest was



S

treated individually, as in the conventional test. As with the conventional
test, Bayesian scoring was used, with a mean of 0.0 and variance of 1.0 as the
initial prior 0 for each of the subtests. Hence, the only difference between
these tests and the other adaptive tests was that inter-subtest branching (and,
therefore, a differential Bayesian prior achievement estimate for each simulee
on each subtest) was not used.

Intra-Subtest Adaptive Testing

Item selection. Adaptive intra-subtest item selection used a maximum in-
formation item selection method in which the item to be administered to each
simulee at each stage of the test was that item which provided the most informa-
tion at that simulee's current achievement level estimate (see Brown & Weiss,
1977, for a detailed explanation of this method). Hence, for each simulee, the
item information value for each unadministered item within a subtest was evalu-
ated crom

-rob=
w(8)12

P ( )(1 P (01
[5]

where P (o) is defined as in Equation 2 and P' is the first derivative of the

item characteristic curve evaluated at e, the simulee's current achievement level
estimate. The item that had the highest information value was selected for ad-
ministration; once an item was administered to a simulee, it was omitted from
further consideration for that simulee.

Scoring and termination. As in the conventional test, Bayesian achievement
level estimates were obtained for each simulee after administration of each
item. Termination of testing within a subtest was governed by two criteria: (1)
testing terminated when all items within a subtest had been administered or (2)
when no item remaining in a subtest provided a predetermined amount of informa-
tion at the current estimate of A. Two minimum values of information were used
in this study: .01 and .05.

Inter-SubtestAdaptive Branching

Subtest ordering. Three methods of ordering the subtests were simulated.
In the first method, adapted from Brown and Weiss (1977), subtests were ordered
on the basis of their highest multiple correlation with each other. Brown and
Weiss, however, ordered subtests based on linear regression of number-correct
scores. In this study, the simulee-by-subtest matrix of generated true achieve-
ment levels (N = 1,000) was in*,ercorrelated and the resulting correlation matrix
was used as the basis for inter-subtest branching. The highest zero-order cor-
relation was chosen from this intercorrelation matrix, one of the two subtests
was arbitrarily chosen to be administered first, and the other was administered
second. Multiple correlations were then computed using the subtests previously
chosen first and second as predictors, with each of the remaining subtests, in
turn, being designated as the criterion. The subtest having the highest corre-
lation with ne predictor subtests was chosen to be administered next. By add-
ing one subtest to the predictor set at each succeeding stage, all subtests were
thus ordered.
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Ordering subtests on the basis of this stepwise regression procedure re-
quires [N(N-1)/2]-N regression equations, whereas given an a priori subtest or-
dering, only N-1 re- cession equations are required to estimate differential in-
dividual entry achievement estimates. Although the ordering of subtests by
stepwise linear regression appears to be a natural adjunct, two other procedures
were implemented so that the stepwise procedure could be evaluated against al-
ternatives.

One alternative, suggested by Brown and Weiss (1977), was to order subtests
based on the number of items. It seems logical to administer the longer sub-
tests first, since at the early stages of testing a wider range of items would
enable a more accurate assessment of achievement levels. As the differential
entry achievement estimates became more accurate, fewer items would be required
to assess the examinee's achievement levels on s;)sequent tests.

Subtest order may have an effect on the psychometric characteristics of the
adaptive testing strategy or on number of items administered. If it does not,
then it should he possible to obtain the same results by ordering subtests ran-
domly. To test this hypothesis, subtests were ordered randomly as a third way
of ordering them for adaptive administration.

Differential subtest entry. After administration of the first subtest,
entry achievement estimates for subsequent subtests were differentially deter-
mined for each simulee. For the first subtest, however, each simulee's entry
achievement estimate was determined by setting its prior achievement level esti-
mate to be = 0.0 and selecting that item from the initial subtest that provid-
ed the most information at 6 = 0.0. Thus, all simulees began the initial sub-
test with the same item.

Entry into the item pool for the next subtest was determined by the bivari-
ate regression of scores from that subtest on the first subtest and the s'..mu-
lee's estimated achievement level on the first subtest. This yielded an esti-
mate of the simulee's achievement level on the second subtest. This achievement
level estimate then became the Bayesian prior for intra-subtest item selection
for the second subtest. The squared standard error of estimate from the bivari-
ate regression equation became the Bayesian prior variance.

In general, an examinee's final achievement level estimates from all n pre-
viously administered subtests were used in the appropriate linear multiple re-
gression equation for predicting the n + 1st subtest scare. The squared stan-
dard error of estimate from each regression was used as the Bayesian prior vari-
ance for that subtest.

Dependent Variables

Validity and Test Length

In a simulation study, true or generated ability or achievement levels es-
tablish the criterion. Thus, correlations of achievement level estimates on
each subtest with their known true values were obtained for all testing condi-
tions. In addition, the number of items administered under each testing condi-
tion was examined for each subtest.
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Test Information

The precision of measurement at different achievement levels is indexed by
its information value, a quantity that is inversely proportional to the squared
length of the confidence interval about an achievement level estimate (Hambleton
& Cook, 1977). Subtest information curves were computed by evaluating the item
information function at each simulee's estimated achievement level and summing
over all items administered in that subtest. Examinees were then grouped fnto
equally spaced nonoverlapping intervals, and the mean information over all simu-
lees within an interval was plotted at the midpoint of that interval to obtain
the subtest information curves.

Statistics descriptive of information curves. Although graphs are a simple
and convenient way to present information curves, they are difficult to inter-
pret directly when many curves are involved. Thus, for comparison purposes, the
means and coefficients of variation of the information curves were computed.:

Mean or average information is a statistic that is not disproportionately

weighted by the distributional characteristics of the examinee group tested.
The greater the mean information, the more precise are the achieve ent level
4timates, on the average, over all levels of achievement. The coe ficient of
variation (Snedecor & Cochran, 1967, p. 62), which is equal to the tandard de-
viation of the information curve divided by its mean, is of interest because its

. departure from zero indicates that the goal of equiprecise measurement is not
being met. .

Relative information. Relative information may be defined-as

RI
A/B

= I
A
(8)/I

B
(8)

[6J

where 'IA(8) is the information value of test A and I (6) is the information val-

ue of test B:(Bejarr 1977). A useful interpretation is in terms of test length
(Lord, 1980): when RIA/B >'1.00 at a given achievement level, test A provides

an amount of information equal to test B lengthened by a factor of RIA/B. In

the present study, for example, relative information was computed for each adap-
tive subtest relative to its conventional counterpart. That is, the numerator
was the value of information for the adaptive subtest and the denominator was
the value of information for that same subtest administered conventionally.

RESULTS

Subtest Order

The intercorrelations of the Simulee-by-subtest matrix of generated true
achievement levels/are shown in the lower triangle of Table 2. The residuals
from the target correlation matrix (Brown & Weiss, 1977, p. 11) are shown in the
upper triangle of Table 2. The largest absolute residual was .08. The average
absolute deviation from the target matrix was .03, so that, overall, the rarget
matrix appeared to be reproduced faithfully. However, the reconstructed corre-
lation matrix was sufficiently different to change the rank ordering of the sub-
tests based on the highest multiple correlations with each other, from the rank
orderings obtained by Brown and Weiss (1977). The highest bivariate correlation

13
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(.52) was observed between Subtests 3 and 11, which were designated to be admin-
istered first and second, respectively.

Table 2
Intercorrelations Among True Achievement Levels (Lower Triangle)
and Residuals from Generated Correlation Matrix (Upper Triangle)

Subtest
Subtest 1 2 3 4 5 6 7 8 9 10 11 12

1 -02 00 01 -04 -05 -01 -04 -01 -03 -01 -02
2 29 -07 -05 00 -04 -01 -01 00 01 -05 06
3 40 30 -04 -01 -05 00 -02 -04 -02 -01 -01
4 37 35 42 -02 -04 -03 -05 -06 -06 -02 -01
5 34 37 47 36 -05 00 -03 00 00 -03 00
6 25 22 31 35 33 -01 -06 -01 -04 . -08 -01
7 29 37 41 33 46 34 -03 02 -01 02 -01
8 21 28 27 23 32 24 33 -02 -0/ -04 01

9 22 33 38 42 47 44 43 26 -05 -01 , -04
10 16 36 25 27 28 29 32 25 35 -04 01
11 41 28 52 37 38 22 39 24 34 23 06
12 25 33 21 13 29 15 26 27 22 32 32

Note. Decimal points omitted.

Multiple regression-equations were obtained by using Subtests 3 and 11 as
predictor variables and each of the remaining subtests, in turn, as'criterion
variables. This procedure continild until all the subtests had been ordered.
Table 3 contains the multiple correlations for each subtest predicted from all
previous subtests and the subsequent ordering of the subtests based on the mul-
tiple correlations.' The raw score regression weights, regression constants, and
squared standard errors of estimate are showu in Appendix Table B. Table 4
shows the ordering sequence of each subtest based on the following three order-

Table 3
Multiple Correlations Among Ordered Subtests

Criterion
Subtest

Predictor Subtest
3 11 5 7 9 4 1 6 2 10 12

11

5

7

9

4

1

6

2

10

12

8

52

47

41

38

42

40

31

30

25

21

27

50

46

41

45

46

32

33

27

32

29

54

51

48

48

38

41

32

37

36

55
49

48

41

45

36

38

39

53

49

49
46

41

38

40

57

51

48

42

38

40

51

49

42

40
40

49

42

40

41

47

44

42

47

43 44

Note. Decimal points omitted.

1 4
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ing methoding (1) highest multiple correlation, (2) number of items, and (3)
random., Regression weights and related data for the latter two ordering methods
are in Appendix Tables C and D.

Table 4

Order of Administration of
12 Subtests Resulting from
Three Ordering Methods

Ordering Method
Highest Number of

Ti Items Random .

3 11 3

11 10 4

5 9 11
7 4 2

9 12 7

4 6 6

1 5 1

6 3 5

2 7 8
10 8 10
12 2 12

8 1 9

Test Length

Summary statistics for the number of items administered in each of the 12
subtests for each subtest order and inter-subtest branching condition, and two
levels of intra-subtest termination are given in Tables 5 and 6.

Adaptive intra-subtest item selection. The data in Table 5 summarize the
reductions in mean test length observed when subtests were administered adap-
tively but with no inter-subtest branching. That is, each subtest was adminis-
tered as an independent subtest using only adaptive item selection within each
subtest. Thus, each examinee began each subtest with a Bayesian prior achieve-
ment estimate of 0.0 and a prior variance of 1.0. The length of the total test
battery averaged 95.78 items under the termination criterion of .05 and 115.55
items under the .01 termination criterion.

The maximum number of items administered for the total battery using only
adaptive intra-subtest item selection with .05 termination was 154, which was a
23% reduction in total test length; for the .01 termination condition, the maxi-
mum number of items administered was 171, which was a 15% reduction in total
test battery length. The shortest adaptive battery yielded a 78% reduction in
test length for .05 termination (44 items) and a 72% reduction for .01 termina-
tion (56 items). The average reduction in test length over the total test bat-
tery (i.e., the average of the subtest mean reductions weighted by the number of
items in each subtest) was 52.3% for the .05 termination and 42.5% for the .01

termination.
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Table 5
Number of Items Administered in 12 Adaptive and Conventional Subtests
with Intra-Subtest Item Selection Only at Two Termination Levels

Sub-

test

Conven-
tional
Test

Termination Criterion of .05 Termination Criterion of .01

Mean SD

Range
Percent
Reduc-
tion Mean

/
,

SD

Range
Percent
Reduc-
tionMin Max Min Max

1 10 6.07 1.23 3 8 39.3 7.29 .87 5 8 27.1
2 10 6.12 1.00 3 8 38.8 7.00 .80 4 8 30.0
3 15 7.61 1.42 3 4.1 49.3 9.12 1.50 4 12 39.2
4 19 10.93 2.20 6 15 42.5 12.99 1.89 6 15 31.6
5 17 9.12 2.30 5 12 46.4 10.98 2.60 6 14 35.4
6 18 7.55 1.99 3 10 58.0 8.78 2.03 4 15 51.2
7 13 5.19 1.60 2 12 60.1 5.63 1.42 2 12 56.7
8 12 5.88 2.05 3 10 51.0 7.16 2.14 3 11 40.4
9 22 11.73 2.68 6 17 46.7 14.09 2.90 8 19 35.9

10 23 7.54 4.14 3 21 67.2 10.78 4.58 3 21 53.1
11 24 12.09 2.58 5 17 49.6 14.52 1.82 8 20 39.5
12 18 5.95 1.99 2 13 66.9 7.21 2.14 3 16 60.0

Total
Battery 201 95.78 44 154 52.3 115.55 56 171 42.5

*Computed by the formula 100-[(mean number of items in adaptive test/number
of items in conventional test) x 100]

The largest average reduction in subtest length using a termination crite-
rion of .05 occurred for Subtest 10 and amounted to an average decrease of 67%
of the items. The smallest average decrease was observed for Subtest 2, which
showed a 39% reduction. For the .01 termination rule the largest reduction oc-
curred for Subtest 12 with an average 60% reduction, while Subtest 1 showed the
smallest average reduction of 27%..

Inter-subtest branching. When the inter-subtest branching strategy was
employed to implement differential subtest entry in addition to adaptive intra-
subtest item selection, test lengths were generally reduced even further. Table
6 shows the mean test lengths when subtests were ordered by multiple correla-
tion, by the number or items, and randomly. However, compared to the results
from Intra-subtest item selection alone (Table 5), these reductions were slight.

For example, Table 5 shows that the mean total test battery length when
using only intra-subtest adaptive item'selection with a termination criterion of
.05 was 95.78, or a 52.3% reduction. When coupled with inter-subtest adaptive
branching (Table 6), men; test battery lengths decreased to 94.10 (53.2% reduc-
tion) for ordering by multi '2 correlation, 93.67 (53.4% reduction) for ordering
by number of items, aod 94.. (52.8% reduction) for random ordering. For the
.01 termination criterion, intra-subtest item selection silone yielded a mean
test battery length of 115.55, or a,42.5% reduction. When inter-subtest branch-
ing was added, mean test battery lengths of 115.29, 114.45, and 114.57 were ob-
served, representing 'ean test battery reductions of 42.6 %, 43.0%, and 43.0%
from the full test battery length. In general (across all three ordering proce-
dures), additional reductions in test length due to inter-subtest branching



Table 6
Number of Items Administered in 12 Adaptive Subtests Ordered

by Highest Multiple Correlation, by Number of Items, and Randomly,
Using Differential Subtest Entry

Ordering

Method Conven-
and tional

Subtest Test

Termination Criterion of .05

Percent
Range Reduc-

Mean SD Min Max tion

Termination Criterion of .01

Percent
Range Rednc-

Mean SD Min Max tion

Highest Multiple
Correlation

3 15 7.55 1.43 3 11 49. 7 9.09 1.50 4 12 39.4
11 24 11.83 2.77 4 15 50. 7 14.42 2.12 7 19 39.9
5 17 9.09 2.26 3 12 46. 5 11.14 2.44 5 14 34.5
7 13 4.90 1.38 1 11 62. 3 5.74 1.61 1 12 55.8
9- 22 11.54 2.92 3 17 47. 5 13.96 3.11 5 18 36.5
4 19 10.75 2.14 4 14 43. 4 12.88 1.81 5 15 32.2
1 10 6.16 1.24 1 8 38. 4 7.52 .93 3 9 24.8
6 18 7.13 1.85 2 10 60. 4 8.68 2.09 2 14 51.8
2 10 5.87 1.24 2 8_ 41. 3 6.76 1.00 3 8 32.4

10 23 7.94 4.09 2 21' 65. 5 10.77 4.84 2 21 53.2
12 18 5.86 1.69 2 12 67. 4 7.18 2.20 2 16 60.1
8 12 5.48 2.13 1 10 54. 3 7.15 2.23 2 11 40.4

Total 201 94.10 28 149 53. 2 115.29 41 169 42.6
Number of Items
11 24 11.93 2.62 6 16 50. 3 14.50 2.01 8 20 39.6
10 23 7:81 3.92 2 20 66. 0 10.48 4.69 2 21 54.4
9 22 11.51 2.90 5 16 47. 7 13.99 3.07 7 19 36.4
4 19 10.64 2.23 4 14 44. 0 12.83 2.04 5 15 32.5
12 18 5.93 1.92 2 15 67. 0 7.23 2.25 2 15 59.8
6 18 7.21 1.91 2 10 59. 9 8.80 1.98 3 14 51.1
5 17 9.03 2.32 3 13 46. 9 10.82 2.65 5 14 36.4
3 15 7.36 1.39 2 11 50. 9 8.99 1.70 3 11 40.1
7 13 4.64 1.54 1 12 64. 3 5.64 1.77 1 12 56.6
8 12 5.60 2.22 1 9 53. 3 7.02 2.20 2 10 41.5
2 10 5.90 1.25 2 9 41. 0 6.69 1.01 2 8 33.1
1 10 6.11 1.34 1 8 38. 9 7.46 .81 5 9 25.4

Total 201 93.67 31 153 53. 4 114.45 45 168 43.0
Random

3 15 7.53 1.55 3 11 49. 8 9.09 1.50 4 12 39.4
4 19 10.89 2.08 5 15 42. 7 12.89 1.82 5 15 32.1

11 24 11.92 2.81 3 16 50. 3 14.35 2.08 5 20 40.2
2 10 5.91 1.25 2 8 40. 9 6.73 1.02 3 8 32.7
7 13 4.92 1.60 1 12 62. 2 5.57 1.72 1 12 57.2
6 18 7.36 1.74 2 10 59. 1 8.83 2.01 3 15 50.9
1 10 6.04 1.36 1 8 39. 6 7.48 .90 4 10 25.2
5 17 8.89 2.34 2 12 47. 7 10.87 2.72 3 15 36.1
8 12 5.72 2.12 1 10 52. 3 7.13 2.26 2 10 40.6

10 23 8.04 4.27 2 21 65. 0 10.51 4.63 2 22 54.3
12 18 6.05 1.81 1 12 66. 4 7.10 2.10 3 14 60.6

22 11.67 3.70 4 17 46. 9 14.02 3.22 6 18 36.3
Total 201 94.94 27 152 '52. 8 114.57 41 171 43.0

*Computed by the formula 100 - ((mean number of items in adaptive test/number
of items in conventional test) x 100]
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amounted to less than 1% of original test length for the .05 termination crite-
rion and virtually no improvement for the .01 termination criterion.

Analysis of the percentage reduction data for individual subtests due to
the various order-by-termination combinations revealed nearly identical results
across ordering methods within each termination criteria. The only discernible
trend was for the more stringent termination criterion to administer approxi-
mately 20% more items per subtext.

Correlation with True Achievement Levels

Table 7 presents the values of the correlation coefficients of the Bayesian
estimated achievement levels with the true achievement levels for the conven-
tional and adaptive tests. Generally, these correlations were fairly consistent
across bcith termination criteria and branching strategies.

Table 7

Correlations of Bayesian Achievement Level Estimates with the True
Achievement Levels for 12 Subtests Using Conventional Administration,

Adaptive Intra-Subtest Item Selection Only, and Intra-Subtest Combined
with Three Kinds of Inter-Subtest Ordering, at Two Termination Levels

Subtest

Conven-
tional
Test

Termination Criterion of .05 Termination Criterion of .01
Intra-

Subtest
Only

Inter-Subtest Ordering Intra-

Subtest
Only

Inter-Subtest Ordering
Multiple No.

R Items Random
Multiple No.

R Items Random

1 .82 .81 .81 .80 .83 .80 .78 .82 .82
2 .81 .78 .77 .82 .79 .83 .79 .80 .81
3 .83 .77 .79 .83 .80 .79 .79 .79 .79
4 .84 .79 .84 .84 .82 .85 .83 .81 .84
5 .85 .80 .82 .83 .83 .85 .85 .82 .82
6 .79 .76 .79 .81 .78 .84 .79 .80 .79
7 .73 .66 .64 .73 .71 .70 .64 .67 .67
8 .82 .79 .79 .82 .80 .84 .82 .78 .79
9 .84 .87 .85 .87 .86 .86 .85 .86 .87

10 .79 .73 .77 .78 .77 .01 .76 .79 .75
11 .89 .88 .88 .87 .89 .89 .90 .89 .89
12 .72 .63 .71 .75 .68 .71 .67 .67 .67

Median .82 .79 .79 .82 .82 .83 .79 .80 .79 de

Adaptive infra-subtest item selection. For the termination criterion of
.05 with no inter-subtest branching, the correlations ranged from a low of .63
for Subtest 12 to a high of .88 for Subtest 11. Using a termination criterion
of .01, the correlations ranged from a low of .70 for Subtest 7 to a high of .89
for Subtest 11. The more stringent termination criterion'resulted in somewhat
higher correlations and reduced the range of the observed correlations.

Inter-subtest branching. When inter-subtext branching was added to the
adaptive intra-subtest item selection, the observed correlations showed no ap-
parent trends with respect to termination criterion or ordering procedure.
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Although somewhat lower fidelity coefficients were noted for adaptive ver-
sus conventional administration, it should be remembered that, on the average,
the adaptively administered subtests used 50% fewer items to estimate the
achievement levels of each simulee than did the conventionally administered sub-
tests. Yet for many subtests, differences in these fidelity correlations were
quite small; in some cases the fidelity coefficients were even slightly highek
for the adaptive tests.

Information

Mean information values are shown in Table 8 for Subtest 8 [I(6)] at inter-
vals of estimated achievement (8) for the conventional tests, and for the adap-
tive tests with test termination criteria of .05 and .01 using both intra-sub-
test item selection only and inter-subtest branching, with subtests ordered by
highest multiple correlations (Subtest 8 was the last test administered under ,

the highest multiple R ordering). These values are based on the mean informa-

Table 8

Mean Information Values [I(6)] and Number of Simulees (N) at Intervals
of Estimated Achievement Levels (8) for Subtest 8 Using. Termination

Criteria of .05 and .01 with Intra-Subtest Item Selection Only
and Combined with Inter-Subtest Branching

Range
Conventional

Test

Adaptive Intra-Subtest
Item Selection:

Termination Criterion

Adaptive Intra-Subtest
Item Selection with

Inter-Subtest Branching:
Termination Criterion

.05 .01 .05 .01
Lo Hi N I(ö) N I(6) N 1.(8) N I(8) N I(0)

-2.00
-1.79

-1.80
-1.60

-

-
- -

- ' 1

-

.02

-

3

-

.02
-1.59 -1.40 6 .09 6 .08 5 .08 6 .06 8 .12
-1.39 -1.20 29 .73 19 .65 18 .54 7 '.66 11 .64
-1.19 -1.00 14 2.06 5 2.23 7 2.21 16 2.29 11 2.07
-.99 -.80 - 1 3.82 4 3.92 1 3.88 4 4.10
-.79 -.60 22 3.38 - - - 14 3.33 11 3.28
-.59 -.40 24 2.30 49 2.18 48 2.44 52 1.98 33 2.08
-.39 -.20 36 1.54 49 1.48 37 1.54 30 1.46 37 1.54
-.19 .00 41 1.76 20 1.67 38 1.72 33 1.66 39 1.77
.01 .20 22 2.35 41 2.18 31 2.26 31 2.29 29 2.26
.21 .40 24 3.43 25 2.98 26 3.16 29 3.24 25 3.25
.41 .60 19 4.52 30 4.36 24 4.42 20 4.48 28 4.46
.61 .80 12 4.97 12 4.92 9 4.96 16 4.91 11 4.96
.81 1.00 8 4.70 4 4.83 16 4.76 10 4.75 12 4.75

1.01 1.20 14 4.65 10 4.74\ 18 4.75 9 4.69 14 4.65
1.21 1.40 6 5.25 2 4.92\ 3 4.92 6 5.10 9 5.10
1.41 1.60 15 5.31 6 5.33\ 4 5.34 5 5.26 5 5.18
1.61 1.80 2 4.55 10 4.68 7 4.68 4 4.82 2 4.32
1.81 2.00 8 2.96 11 2.11 5 3.2]. 10 2.61 8 2.57

Total
Group 300 2.75 300 2.58 300 2.77 300 2.73 300 2.76
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tion in the test items actually administered to each simulee, using its 6 at the
termination of each subtest. The differences in mean information between the
two termination conditions tended to be small, and no trends were apparent. The
strong similarities in the data for individual subtests resulting from the two
termination criteria suggested that little was to be gained by use of the more
stringent .01 termination criterion. Thus, the remaining analyses were conduc-
ted using only the .05 criterion. Appendix Tables E through P present the mean
values of estimated information at intervals of 6 for the conventional and adap-
tive subtests under all test conditions for the termination criterion of .05.

Adaptive intra-subtest item selection. Based on the data in Appendix Ta-
bles E through P for the conventional test and the adaptive test with adaptive
inter-subtest item selection only, Table 9 presents the means of the average
subtest information values across levels of 6, their coefficients of variation,
and their efficiencies relative to the conventional test. The mean values of
subtest information for each subtest were virtually identical for the adaptive
test compared to the conventional test. The coefficients of variation for the
adaptive subtests also were quite similar to the full length conventional sub-
tests. The efficiency of adaptive intra-subtest item selection relative to the
full length conventional subtests appear in the last column of Table 9. These
data suggest that there was little, if any, loss of information incurred by the
adaptive strategy, even though the adaptive subtests averaged 50% fewer items.

Table 9
Mean of Average Test Information, Coefficient of Variation (CV),

Range of Mean Test Information Across 6- Levels, and
Relative Mean Efficiency to Conventional Test for Adaptive Tests with
Intra-Subtest Item Selection Only and Termination Criterion of .05

Subtest
Conventional Test

Adaptive Test Relative
Mean

EfficiencyMean CV

Range
Mean CV Mio Max

1 2.75 .57 2.73 .64 .25 6.43 .99
2 2.35 .22 2.46 .35 1.66 6.78 1.05
3 2.72 .29 2.76 .30 .46 4.30 1.01
4 3.25 .14 3.17 .16 .80 5.10 .98
5 3.22 .26 3.09 .29 .65 4.31 .96

6 2.17 .18 2.08 .24 .24 2.62 .96
7 1.25 .61 1.19 .56' .44 5.03 .95

\ 8 2.75 .53 2.58 .52 .08 5.34 .94
,

9 4.26 .22 4.23 .24 .72 6.86 .99
10 2.46 .51 2.40 .52 .34 12.04 .98
11 5.50 .43 5.55 .44 .54 8.61 1.01
12 1.75 .48 1.81 .44 .05 6.52 1.03

Total
Battery 34.43 34.05 .99

Figure 1 graphically depicts the overall test information curves obtained
when the tests were administered conventionally, with only adaptive intra-sub-
test item selection, and with inter-subtest branching in additiop to intra-sub-
test item selection. Whereas Table 9 showed average values of information over
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achievement levels, Figure 1 shows the mean of the average information values
over subtests as a function of achievement lever. The curves are very similar,
with the largest differences occurring at the 0 interval -1.59 to -1.40, where
mean information of the adaptive intra-subtest strategy was 14.66 and that of
the conventional test was 7.82; and at the 6 intervals .61 to .80, .81 to 1.00,
1.01 to 1.20, and 1.41 to 1.60 where the conventional test's information values
were 37.61, 32.01, 29.10, and 26.54, respectively, and those of the adaptive
test using only adaptive intra-subtest item selection were 30.13, 25.51, 22.10,
and 20.04, respectively.

Figure 1
Mean Test Information Curves Across 12 Subtests for Conventional Test

and for Adaptive Test Using Intra-Subtest Item Selection Only
and Combined with Inter-Subtest Branching
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Inter-subtest branching. Table 10 presents the mean subtest information
values, their coefficients of variation, and efficiencies relative to the con-
ventionally administered subtests for the adaptive tests using three methods of
ordering subtests for inter-subtest branching. Comparison of the data in Table
10 with that of Table 9 shows that the addition of inter-subtest branching to
the adaptive intra-subtest item selection appeared to have a minimal effect on
these evaluative criteria. Compar, to-the conventional test, the adaptive test
with inter-subtest branching showed the same pattern of overall subtest mean
information, as reflected in relative mean efficiencies very close to 1.00 for
all subtests and branching conditions.

Figure 1 also shows the average information curve across the 12 subtests
for the inter-subtest branching strategy using highest multiple correlations.

22



Table 10

Mean of Average Test Information, Coefficient of Variation (CV),
Range of Mean Test Information Acr'ss 8 Levels, and Relative Mi.-..3n

Efficiency to Conventional Test for Adaptive Tests with Three Types
of Inter-Subtest Branching and Termination Criterion of .05

Ordering

Method
and

Subtest
Conventional Test

Adaptive Test Relative

Range Mean
Mean CV Mean CV Min Max Efficiency

Highest Multiple
Correlation

3 2.72 .29 2.76 .30 .46 4.34 1.01
11 5.50 .43 5.29 .46 .40 8.61 .96
5 3.22 .26 , 3.08 .29 .43 4.28 .96
7 1.25 .61 1.31 .68 .12 9.51 . 1.05
9 4.26 .22 4,33 .22 .21 6.58 1.02
4 3.25 .14 3.15 .16 .44 7.07 .97
1 2.75 .57 2.71 .58 .13 6.46 .98
6 2.17 ' .18 2.11 .23 .10 2.63 .97
2 2.35 .22 2.44 .32 1.13 6.78 1.04
10 2.46 .51 2.53 .61 .14 12.16 1.03
12 1.75 .48 1.84 .47 .10 7.86 1.05
8 2.75 .53 2.73 .49 .02 5.36 .99

Total Battery 34.43 34.28 .99
Number of Items

11 5.50 .43 5.28 .45 .81 8.60 .96
10 2.46 .51. 2.33 .49 .09 8.34 .95
9 4.26 .22 4.24 .25 .59 6.96 .99
4 3.25 .14 3.16 .17 .63 7.35 .97

12 1.75 .48. 1.83 .53 .04 8.17 1.04
6 2.17 .18 2.11 .21 .13 2.63 .97

5 3.2/ :26 3.05 .30 .50 4.33 .95
3 2.72 .29 2.72 .28 .14 4.29 1.00
7 1.25 .61 1.28 .78 .11 14.52 1.02
8 2.75 .53 2.76 .51 .02 5.30 1.00
2 2.35 .22 2.40 .27 1.14 6.66 1.02
1 2.75 .57 2.73 .61 .08 6.44 .99

Total Battery 34.43 33.89 .98
Random

3 2.72 .29 2.76 .32 .46 4.34 1.01
4 3.25 .14 - 3.17 .12 .86 5.54 .98

11 5.50 .43 5.55 .43 .15 8.61 1.01
2 7.35 .22 2.41 .31 1.14 6.77 1.02
7 1.25 .61 1.41 1.12 .06 14.60 1.13
6 2.17 .18 2.15 .20 .08 2.64 .99

1 2.75 .57 2.71 .59 .11 6.41 .98
5 3.22 .26 3.03 .28 .35 4.25 .94

8 2.75 .53 2.70 .54 .02 5.36 .98

10 2.46 .51 2.42 .55 .27 11.97 .98
12 1.75 .48 1.85 .45 .03 6.30 1.06
9 4.26 .22 4.32 .24 .36 5.67 1.01

Total Battery 34.43 34.48 1.00

try
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Here, again, there is very little separation between the conventional test's
curve and the curve for inter-subtest branching. One effect of intra-subtest
item selection combined with inter-subteet branching over intra-subtest item
election alone was to, narrow the gap between the conventional test and the
adaptive test in the ()intervals where intra-subtest item selection alone fell
below the conventional test. Similar results were obtained when subtests were
ordered by number of items and randomly for use in the adaptive inter-subtest
branching procedure.

DISCUSSION

This study has replicated previous findings (Brown & Weiss, 1977; Gialluca
& Weiss, 1979) that showed that an adaptive testing strategy combining intra-
subtest adaptive item selection with inter-subtest branching, could significantly
reduce the length of an achievement test battery while maintaining desirable
psychometric properties. The present study applied this test design to the same
basic data set used by Brown and Weiss (1977) but used a monte carlo simulation
to assess the separate effects of adaptive intra-subtest item selection and in-
ter-subtest branching on test length, test information, and score fidelity. In
addition, this study investigated the effects of various subtest orderings for
inter-subtest branching on the psychometric properties of the subtests.

Adaptive Intra-Subtest Item Selection

The adaptive intra-subtest item selection strategy used in this study was
identical to that used by Brown and Weiss (1977) and Gialluca and Weiss (1979)
in that items were selected for subsequent administration by selecting the 'item
that provided the highest amount of psychometric information available at the
current estimate of 0. Although such maximum informationitem selection is typ-
ically used with maximum likelihood scoring, the present application used a
bayesian scoring method for three reasons:

1. Maximum likelihood scoring requires that an examinee's response vector
contain at least one correct and one incorrect response before a 6 esti-
mate can be computed;

2. Maximum likelihood scoring does not use prior information as effectively
as does Bayesian scoring; and

3. Some response patterns result in a failure of the maximum likelihood pro-
cedure to converge upon a 8 estimate.

In general, although scores obtained from Bayesian and maximum likelihood
methods tend to be highly correlated, they do not yield numerically identical
results given the same data. The extent to which these two scoring procedures
yield numerically discrepant results was reported by Kingsbury and Weiss (1979).
Unfortunately, the issue of the most appropriate choice of scoring algorithm
pervades implementations of IRT-based testing in general and hence should be
addressed in future research.

In terms of fidelity or correlations with true achievement levels, the
adaptive intra-subtest item selection strategy using the .05 termination crite-

23
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rion resulted in lower validity coefficients than te conventionally adminis-
tered subtests. This was likely attributable, in part, to the combined effects'
of the Bayesian regressed achievement estimate and the smaller number of items
used for the estimates. This, in turn, caused a restriction in the range of
estimated achievement levels, thus lowering the correlation with true achieve-
ment levels. The same pattern, however, did not appear when the more stringent
.01 termination criterion was used, further supporting the hypothesized effects
of a restricted range of Bayesian achievement level estimates.

Test length reductions of 39% to 67% resulted from the variable termination
criterion of the antra - subtest item selection strategy. In spite of the consid-
erable decrease in test length, there was virtually no loss in the amount of
psychometric information obtained from each subtest.

Inter-Subtest Branching

The use of prior information to determine differential subtest entry into
subsequent subtests appeared to have little effect in terms of number of items
administered over and above that produced by intra-subtest item selection alone.
The extent to which this finding is generalizable across subtests with different

characteristics and different intercorrelations remains to be investigated in
future research.

The addition of inter-subtest branching to the adaptive intra-subtest item
selection generally raised the low validities obtained under the .05 termination
condition using only adaptive intra-subtest item selection to near those ob-
tained with conventional administration. This same effect appeared using the
.01 termination criterion but to a lesser extent.

A possible explanation for the small effects of prior information may lie
in the combination of the use of linear multiple regression estimates to deter-
mine prior ability estimates, coupled with a regressed Bayesian scoring algo-
rithm. That is, the regression estimates themselves tend to underestimate or
regress extreme scores and, together with the tendency of the Bayesian procedure
to further regress the achievement estimates, might tend to offset any benefit
arising from prior information. Perhaps the benefit of inter-subtest branching
is not to further reduce test length but to maintain the original range of
achievement levels against the tendency of Bayesian estimation to regress them.
Maximum likelihood scoring might also be useful at the end of each subtest to
obtain unregressed ability estimates for use in inter-subtest adaptive branch-
ing.

Consistent with the results of test length reduction, mean subtest informa-
tion was not signifizantly changed when inter-subtest branching was added to the
adaptive intra-subtest item selection strategy. Apparently, the regression-
based achievement estimates had the effect of selecting the same or similar
items as those selected by the testing procedure that did not use differential
subtest entry. This may have been caused by the rather loW to moderate inter-
correlations used in the simulation. For example, the range of intercorrela-
tions used for the present study ranged from .14 to .53, with a mean of .34.
Different results might be obtained with more highly correlated tests, such as
those in the Armed Services Vocational Aptitude Battery; ASVAB-9 intercorrela-
tions range from .12 to .75 with a mean of .50.
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Conclusions

The results of this study replicated and extended the findings reported by
Brown and Weiss (1977) and Gialluca and Weiss (1979). That is, test lengths
could be reduced by 39% to 67% using the Brown and Weiss (1977) adaptive testing
strategy designed for test batteries.

The design of the present study allowed the separation of the effects due
to adaptive intra-subtest item selection from that due to inter-subtest branch-
ing. Although the results showed that the infra- subtest item selection account-
ed for virtually all the reduction in test length, the addition of prior infor-
mation using inter-subtest branching. appeared to have an effect on the observed
validities and on mean battery information. Achievement level estimates ob-
tained using inter-subtest branching combined with adaptive intra-subtest item
selection showed validities quite comparable to those of conventional tests
nearly twice as long. As observed in previous studies, there was a minimal loss
of psychometric information due to the adaptive procedure.

Although this study replicated and extended the findings of the previous
studies, it, too, was limited by the fact that only a small number of factors
were included. The next step should be a large-scale simulation that systemati-
cally varies the important sources of variation.

Future research on inter-subtest branching should be concerned with the
determination of the conditions under which it is maximally effective. The fac-
tors examined should include (1) varying the factorial composition of the sub-
tests as a way of systematically generating realistic correlation matrices; (2)
comparing the effects of different scoring algorithms--such as Owen's Bayesian,
modal Bayesian (which differs from Owen's in using the mode of the posterior
distribution rather than the mean), and maximum likelihood coupled with Bayesian
scoring (to eliminate the effects of regressed Bayesian estimates); (3) various
subtest orderings; and (4) effects as a function of achievement level as well as
averaged over the levels. A double cross-validation design such as used by
Gialluca and Weiss (1979) appears to be quite useful in this regard.

Test length in adaptive testing using a variable termination criterion is a
function of the magnitude of the termination criterion used. The termination
criterion that is optimal for a given situation--the magnitude of information
that can be maintained while eliminating non-informative items--also needs to be
addressed in future studies. The most important factor in this regard is the
information structure of the subtests. Thus, a complete factorial design should
also include manipulation of the subtest information curves, based on informa-
tion curves observed in other test batteries as well as on ideal information
curves for use in adaptive testing batteries.

-11
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Table A
Normal Ogive Item Discrimination (a), Difficulty (b), and Pseudo-Guessing (c) Parameter Estimates forthe 12 Subtexts

Subtext Parameter Subtest Parameter Subtest Parameter Subtest Parameter Subtest Parameter
and Item a b c and Item a b c and Item. a b c and Item a b c and Item a b c

Subtest 1 Subtest 4 (continued) Subtest 6 ( continued) Subtest 9 (continued) Subtest 11 (continued)
1 2.22 1.80 ''.70 --- 14 1.97 -.41 .59 15 1.18 -.56 .31 8 --- --- ---
2 1.76 -.06 .53 9 1.52 2.15 .53 15 1.00 2.78 .48 16 .90 2.00 .49 9 .97 2.75 .49
3 2.57 -1.13 .54 10 .97 -.55' .39 16 2.11 3.05 .71 17 1.65 -.82 .39 10 --- --- --
4 .88 .59 .48 11 1.69 -1.13 .48 17 1.24 2.78 .44 18 1.89 .12 .43 11 1.21 1.83 .59
5 3.61 -.52 .30 12 1.94 1.08 .52 ' 18 1.74 2.74 .49 19 1.08 .76 .53 12 2.00 -.05 .30
6 1.29 -.51 .51 13 1.39 .15 .51 Subtest 7 . 20 1.64 -.58 .37 13 2.36 -.66 ..25
7 1.52 1.69 .65 14 --- -- -- 1 3.61 -1.29 .46 21 1.23 -.97 .34 14 --- -- --
8 2.14 -.87 .54 15 1.57 -1.37 .52 2 --- --- -- 22 1.69 .42 .41 15 .88 .06 .33
9 1.93 .29 .50 16 1.07 .37 .49 3 1.75 1.71 .66 23 2.00 -.97 .42 16 --- --- ---
10 1.64 -.04' .47 17 --- --- --- 4 . 1.87 1.42 .64 24 3.50 2.30 .29 17 1.67 .18 .32

Subtest 2 18 2.10 -1.09 .59 5 1.19 .11 .59 Subtest 10 18 --- --- ---
1 3.02 1.63 .71 19 1.15 .44 .49 6 1.35 .27 .61 1 1.78 2.30 .34 19 1.37 2.80 .64
2 1.48 -.62 .36 20 1.14 1.95 .39 7 1.67 .08 .63 2 2.04 -.03 .54 20 .75 .44 .35
3 3.62 -1.65 .18 21 1.29 .55 .50 8, 1,24 2.3b .47 3 1.23 .93 .61 21 1.12 -.42 .21
4 1.66 .04 .54 22 1.72 -1.34 .53 9 4.30 1.83 0.00 4 2.94 -1.29 .77 22 1C72 -1.00 .43
5 2.44 -.80 .46 Subtest 5 10 1.89 .25 .64 5 --- --- --- 23 .73 .49 .32
6 1.28 .24 .53 1 2.13 .62 .49 11 1.23 2.60r .37 6 1.37 .24 .45 24 1.28 2.68 .64
7 2.86 2.94 .86 2 1.20 .76 .31 12 1.84 .91 .62 7 1.32 1.97 .34 25 2.74 .34 .22
8 .90 .58 .50 3 1.05 1.78 .47 13 2.17 2.91 .49 8 1.71 -.20 .c7 26 --- --- --
9 2.09 .14 .54 4 .98 .82 .49 14 1.61 2.44 .52 9 1.86 2.45 .21 27 1.66 -.18 .32

10 1.81 .64 .58 5 1.51 -.48 '.38 Subtest 8 10 1.13 1.80 .39 28 2.36 -.82 .38
Subtest 3 : 6 1.42 .43 .64 1 2.00 -.08 .41 11 1.18 2.40 .33 29 1.33 3.00 .62

1 ' .98 2.55 .46 7 1.25 2.65 .42 2 1.87 1.38 .45 12 1.51 1.48 .39 30 --- --- ---
2 --- --- --- 8 --- --- --- 3 3.12 -.98 .65 13 2.47 2.44 .33 31 .79 .91 .35
3 2.20 -.56 .48 9 1.59 -.71 .41 4 2.61 1.42 .37 14 1.05 1.15 .47 32 .85 2.30 .48
4 2.87 -1.37 .57 10 2.03 1.97 .59 5 3.34 -.95 .53 15 --- --- --- Subtest 12
5 2.26 -.43 .43 11 .98 1.48 .51 6 2.01 .74 .38 16 1.94 -.68 .64 1 --- --- ---
6 1.68 -.73 .51 12 1.09 -.68 .37 7 2.55 .48 .36 17 1.62 1.55 .40 2 3.36 2.09 .10
7 --- --- --- 13 1.98 -.64 .47 8 3.41 2.62 .54 18 --- --- --- 3 --- --- --
8 --- --- --- 14 3.60 2.48 .34 9 .94 2.08 .37 19 2.66 2.12 .18 4 1.29 .75 .55
9 1.35 .48' .61 15 1.36 -1.37 .46 10 .86 1.11 .32 20 1.25 .99 .59 5 1.88 -.32 .54

10 2.14 1.52 .58 16 1.78 -.33 .40 11 1.65 .78 .45 21 1.00 2.51 .37 6 1.68 2.52 .34
11 1.83 -1.28 .52 17 1.05 .75 .50 12 1.06 1.52 .35 22 1.21 1.32 .55 7 -__ --- --
12 1.23 .82 .54 18 1.76 2.96 .70 Subtest 9 23 1.92 1.37 .41 8 1.29 3.11 .56
13 1.06 .75 .52 Subtest 6 1 1.39 1.22 .34 24 1.64 .03 .54 9 1.58 -.35 .63
14 2.17 2.50 .66 1 1.55 .18 .66 2 1.00 1.44 .25 25 .88 1.87 .37 10 2.40 -1.01 .90
15 1.51 .01 .50 2 1.30 -.35 .57 3 1.89 1.72 .43 26 --- --- --- 11 1.23 2.59 .52
t6 1.78 1.58 .70 3 1.42 2.43 .51 4 .77 1.15 .44 27 --- 12 --- --- --
17 1.36 .21 .51 4 1.24 -.02 .55 5 --- ,--- --- 28 --- --- --- 13 --- --- - --
18 2.57 2.08 .62 5 1.76 -1.07 .53 6 1.44 -.28 .35 29 2.52 2.65 .33 14 1.44 .01 .47

Subtest 4 6 1.62 .53 .55 7 1.11 2.25 .51 Subtest 11 15 2.41 2.23 .27
1 .94 .80 .47 7 1.78 2.61 .67 8 1.29 3.06 .57 1 1.75 -1.36 .61 16 1.67 .53 .57
2 1.40 .49 .51 8 .99 1.07 .40 9 1.04 -.32 .49 2 2.11 1.87 .46 17 2.13 2.99 .61
3 306 2.06 .33 9 1.27 1.98 .53 10 1.49 3.09 .64 3 --- -- --- 18 .87 2.14 .45
4 1.03 2.59 .30 10 2.74 -1.05 .59 11 --- --- --- 4 1.06 .17 .47 19 1.19 2.59 .54
5 1.67 -.20 .52 11 1.85 .68 .70 12 2.06 .47 .44 5 .79 1.34 .43 20 2.01 .44 .55
6 1.92 -.36 .52 12 1.24 2.75 .53 13 1.68 3.16 .59 6 2.42 2.71 .57 21 1.45 1.08 .57
7 2.51, 2.26 .42 13 1.66 .82 .55 14 .89 .73 .41 7 1.55 2.44 .50 22 1.68 3.17 .59

23 1.66 1.39 .59

Note. Dashed lines indicate that an item was rzjected in the first phase of the item parameterization procedure.

27

28



=22=

Table E
Raw Score Regression Weights, Regression Constants, and
Squared Standard Errors of Estimate (SSEE) for Regression
Equations Used to Determine Differential Entry Points,

with Subtests Ordered by Highest R

Subtest
Subtist

3 11 5 7 9 4 1 6 2 10 12 8

11

5

7

9

4

1

6

2

10

12

8

SSEE

562

394

177

114

201
163

085

011

015
-051

044

755

-011
178

174
079
123
201

-068
021

035
180

008

740

019
315
266
073
130
052
148
026
101

107

691

043
215

055
054
121

178

102

"8
3

632

-017

249
-074
300

088

143

023

013

668

-041
195

143

164

052

-131

025

716

-014
080
106

-045
108

021
745

-015
-008
111

-004
072

764

047

222

167

071

766

-006
187

064
718

-011

121

772

-001

Note. Regression constants appear on the main diagonal.

Table C
Raw Score Regression Weights, Regression Constants, and
Squared Standard Errors of Estimate (SSEE) for Regfission

Equations Used to Determine Differential Entry Points,
with Subtests Ordered by Number of Items

Subtest
Subtest 11 10 9 4 12 6 5 3 7 8 2 1

10

9

4

12

6

5

3

7

8

2

1

SSEE

220

253
225

241

010

168

318

125

012

-002

180
924

006
273
111

242
121

048
024

099
075
166

-062
729

-005
309
081
335

285
049

152
014
039

-010
,697

-040

-065
186

130

151

031

042

177
178

765

002

019

135

-016

059
136

167

103

762

-010
094

078

094

072

-028
079
673

022
223

206
119

117
096-
538

-004

117

050
026
156

638

046
146

132

024
774

002

067
019
712

08

69
-016

Note. Regression constants appear on the main diagonal.

Table D
Raw Score Regression Weights, Regression Constants,

and Squared Standard Errors of Estimate (SSEE) for Regression
Equations Used to Determine Differential Entry Points,

with Subtests Ordered Randomly

Subtest
Subtest 3 4 11 2 7 6 1 5 8 10 12 9

4

11

2

7,

6

1

5

8

10

12

9

SSEE

425
482

143

219

148

170

226

041

018

-054
046
763

-040
190

263
098
233

155

061
018
075
-128
169

726

-003
112

175
-029

203
065
035
042

178

061

840

061

222

036

105

137

113

222

158

036

706

041

210

032

224

152

109

026

127

810

-019
062

097

087

-135
r008
208

715

-016
079
028

-059
103

-078
629

006
128

044
092

195

786

-003
087

112

009
771

-006
179

098
709

-011
017

547

-006

Note. Regression constants appear on the main diagonal.
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Table E
Mean Information Values (I) at Estimated Achievement Levels (6)

fo_ Subtest 1 under All Testing Conditions

tile-

Conven-
tional
Test

Intra-
Subtest

Item
Selection

Intra-Subtest It Selection
with Inter-Subtest Branching

Multiple

N

R

--7EM

No. of

Items RPIdom
to Hi N I(0) NF7r67 1CTOT NTOT

-2.00 -1.80 - - - - - - - -
-1.79 -1.60 2 .23 - - 1 .12 5 .14 3 .13
-1.59 -1.40 11 .58 10 .54 12 .58 8 .55 8 .41
-1.39 -1.20 12 1.35 15 1.34 9 1.49 14 1.49 ,19 1.41
-1.19 -1.00 22 2.50 15 2.66 17 2.65 15 2.61 16 2.60
-.99 -.80 24 3.79 23 3.91 20 3.60 15 3.71 24 3.84
-.79 -.60 13 4.94 14 5.39 13 5.48 18 5.48 14 5.04
-.59 -.40 11 6.28 27 6.25 18 6.28 18 6.28 16 6.27
-.39 -.20 15 5.78 5 5.58 13 5.49 11 5.57 12 5:78
-.19 .00 27 4.18 27 4.14 16 3.95 22 4.22 25 4.09
.01 .20 40 3.26 26 3.12 32 3.12 31 3.11 21 3.08
.21 .40 8 2.49 - - 18 2.59 20 2.58 20 2.59
.41 .60 27 2.21 28 2.31 42 2.11 28 2.11 28 2.09
.61 .80 30 1.67 110 1.22 46 1.62 50 1.59 52 1.60
.81 1.00 12 1.41 - - 29 1.20 29 1.18 32 1.20

1.01 1.20 46 1.00 9 .87 11 .81 6 .83
1.21 1.40 - - 5 .75 3 .72 1 .72
1.41 1.60

. - - 2 .78 2 .80
1.61 1.80 - - - - - -
1.81 2.00 - - - - - - - -
Total Group 300 2.75 300 2.73 301) 2.71 300 2.73 300 2.71

Table F
Mean Information Values (I) at Estimated Achievement Levels (6)

for Subtest 2 under All Testing Conditions

,

8 Range

Couven-
tional
Test

antra-
Subtest

Item
Selection

Intra-Subtest It Selection
with Inter-Subtest Branching

Multiple
R

No. of
Items Random

Lo Hi N g) N MIT N I(8)

-2.00 -1.80 7 3.37 - - 5 3.52 5 3.25 7 2.80
-1.79 -1.60 3 4.44 14 5.28 4 6.70 2 '5.62 5 6.08
-1.59 -1.40 - - 2 6.75 2 6.12 2 6.59 2 6.77
-1.39 -1.20 9 2.47 11 2.13 5 2.94 6 2.82 4 2.63
-1.19 -1.00 21 2.01 25 2.21 9 1.97 10 1.99 4 1.97
-.99 -.80 8 2.20 7 2.55 ,18 2.18 21 2.19 25 2.16
-.79 -.60 14 2.60 26 2.53 19 2.56 23 2.61 18 2.53
-.59 -.40 29 "2.57 43 2.38 32 2.56 18 2.54 27 2.54
-.39 -.20 25 2.40 18 2.52 22 2.39 28 2.38 27 2.38
-.19 .00 37 2.48 37 2.79 25 2.44 28 2.45 22 2.47
.01 .20 1? 2.71 13 2.90 35 .2.74 30 2.75 21 2.78
.21 .40 23 2.89 24 2.84 24 2.89 28 2.89 28 2.89
.41 .60 28 2.69 - - 18 2.76 15 2.69 19 2.77
.61 .80 20 2.13 - - 18 2.32 20 2.33 21 2.28
.81 1.00 - - 80 1.66 32 1.84 37 1.84 41 1.82

1.01 1.20 59 1.56 - - 17 1.49 14 1.46 23 1.46
1.21 1.40 - - 12 1.16 9 1.16 5 1.16
1.41 1.60 3 1.23 4 1.26 1 1.37
1.61 1.80 - - - - -

1.81 2.00 - - - - - - -
Total Group 300 2.35 300 2.46- 300 2.44 300 2.40 300 2.41

30
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Table G
Mean Information Values (I) at Estimated Achievement Levels (6)

for Subtest 3 under All Testing Conditions

0 Range ,

Conven-
tional
Test

Intra-
Subtest

Item
Selection

Intra-Subtest Item Selection
withInter-Subtest Branching

Multiple
- R

No. of

Items
M-irgY

Random
Lo Hi N I(0) I16T 741117 N I(6)

-2.00 -1.80 - - - - - 1 .14 - -
-1.79 -1.60 4 .78 3 .66 3 .66 2 .92 5 .70
-1.59 -1.40 10 1.86 8 1.76 5 1.58 5 1.69 5 1.37
-1.39 -1.20 3 2.85 12 2.78 10 2.72 9 2.68 15 2.75
-1.19 -1.00 17 2.87 ' 11 2.81 15 2.81 6 2.87 14 2.82
-.99 -.80 23 2.89 13 2.83 17 2.78 28 2.84 16 2.82
-.79 -.60 28 3.46 33 3.35 33 3.30 26 .31 31 3.35
-.59 -.40 16 4.24 9 4.14 8 4.04 14 4.03 6 4.04
-.39 -.20 10 4.24 27 4.16 34 4.21 20 4.17 34 4.21
-.19 .00 25 3.72 21 3.76 14 3.76 20 3.62 27 3.70
.01 .20 23 3.04 41 2.95 36 2.94 35 3.00 26 3.02
.21 .40 36 2.57 22 2.46 22 2.48 41 2.48 13 2.48
.41 .60 29 2.21 34 2.18 38 2.18 31 2.19 2.19
.61 .80 32 1.98 34 1.90 35 1.90 29 1.88

,34

34 1.98
.81 1.00 15 1.81 P 13 1.70 0

1.01 1.20 13 1.75 - ° - - 9 1.67
1.21 1.40 11 1.84 32 1.78' 30 1.76 5 1.82 40 1.78
1.41 1.60 5 2.13 - - - - 5 2.04 - -
1.61 1.80 - - - - 1 2.35
1.81 2.00 - - -

Total Group 300 2.72 300 2.76 300 2.76 300 2.72 300 2.76,

Table H
,Mean Information Values (I) at Estimated Achievement Levels (6)

for Subtest 4 under All Testing Conditions

6 Range

Conven-
tional

Test

Intra-
Subtest

Item
Selection

Intra-Subtest Item Selection
with Inter-Subtest Branching

Multiple
R

No. of

Items Random
Lo Hi N 1(6) N I(6) N I( op N N I( 6)

-2.00 -1.80 1 .62 - - 1 .44 - - - -
-1.79 -1.60 - - 1 .80 2 .76 5 .96 1 .86

-1.59 -1.40 5 1.70 12 1.62 7 1.83 5 1.70 7 1.80
-1.39 -1.20 11 2.51 11 2.52 11 2.50 14 2.52 11 2.58
-1.19 -1.00 19 3.19 13 3.12 9 3.14 14 3.08 16 3.13
-.99 -.80 13 3.37 16 3.31 13 3.30 20 3.31 14 3.30
-.79 -.60 22 3.30 24 3.22 30 3.20 20 3.20 24 3.20
-.59 -.40 33 3.28 33 3.23 31 3.23 40 3.24 32 3.22
-.39 -.20 32 3.41 14 3.42 33 3.42 17 3.42 25 3.42
-.19 .00 34 3.52 35 3.52 25 3.52 29 3.52 30 3.52
.01 .20 28 3.51 35 3.45 26 3.47 34 3.48 39 3.48
.21 .40 16 3.41 28 3.31 34 3.30 34 3.30 23 3.29
.41 .60 17 3.30 3 3.19 14 3.18 19 3.20 17 3.18
.61 .80 17 3.20 34 3.10 19 3.09 13 3.11 18 3.09
.81 1.00 17 3.09 1 3.09 10 3.04 13 3.03 11 3.03

1.01 1.20 8 2.94 17 2.83 2 2.92 13 3.85 10 3.88
1.21 1.40 12 2.71 11 2.66 22 2.64 14 2.62 20 2.61
1.41 1.60 5 2.40 4 2.38 4 2.37 3 2.30 1 2.32
1.61 1.80 6 2.90 2 2.67 - - - - - -

1.81 2.00 4 5.46 6 5.03 1 7.07 3 6.24 1 5.54
Total Group 300 3.25 300 3.17 300 3.15 300 3.16 300 3.17

31
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Table I
Mean Information Values (I) at Estimated AchieveMeltt Levels (0)

for Subtest 5 under All Testing Conditions

"---1111le

Conven-
tional
Test'

Intra-
.Subtest

Item
Selection

Intra-Subtest Item Selection
with Inter - Subtest Branching

Multiple
R

No. of

Items Random
to Hi N I()) 1417 F45 141055 N I(0)

-2.00 -1.80 - - - -
-1.79 -1.60 - - - - - 2 .50 2 .36
-1.59 -1.40 2 .85 6 .70 3 .46 10 .71 3 .66
-1.39 -1.20 11 1.18 14 1.13 9 .71 14 1.16 16 1.13
-1.19 -1.00 20 1.75 29 1.79 9 1.12 12 1.79 13 1.79
-.99 -.80 18 2.59 5 2.80 9 1.77 22 2.61 23 2.56
-.79 -.60 33 3.61 31 '3.47 20 2.57 14 3.44 21 3.36
-.59 -.40 18 4.23 13 4.16 18 3.43 21 4.09 26 4.09
-.39 -.20 30 4.26 45 4.17 25 4.08 32 4.18 24 4.17
-.19 .00 25 3.85 14 3.90 31 4.17 25 3.88 12 3.78
.01 .20 27 3.41 21 3.40 19 3.87 27 3.32 30 3.36
.21 .40 25 3.19 38 3.14 33 3.42 19 3.14 20 3.14
.41 .60 27 3.30 11 3.23 29 3.14 25 3.21 29 3.20
.61 .80 16 3.39 23 3.35 20 3.22 26 3.34 30 3.34
.81 1.00 18 3.18 20 3.19 17 1.34 16 3.05 16 3.05

1.01 1.20 13 2.74 16 2.58 19 3.06 16 2.61 12 2.58
1.21 1.40 6 2.26 5 2.38 6 2.25 12 2.23 10 2.15
1.41 1.60 9 1.98 5 1.96 10 1.91 3 1.84 10 1.86
1.61 1.80 - - - 3 1.84 4 1.90 1 1.86
1.81 2.00 2 5.80 4 1.96 1 1.98 - 2 1.97

Total Group 300 3.22 300 3.09 300 3.08 300 3.05 300 3.03

Table J
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 6 under All Testing Conditions

0 Range

Conven-
tional
Test

Intra-
Subtest

Item
Se e

Intra-Subtest Item Selection
withInter-Subtest Branching

4PC

Multiple
R

No. of
Items

----trroy
Random

to Hi N I(0) N I( ) 7T775 N I(U)

-2.00 -1.80 - - - 1 .04 - - - -
-1.79 -1.60 1 .25 - - 4 .14 2 .15 3 .14
-1.59 -1.40 5 .43 9'' .32 4 .42 7 .46 4 .31
-1.39 -1.20 12 1.23 19 1.03 10 .99 11 1.10 9 1.12
-1.19 -1.00 20 2.07 7 2.18 13 2.05 13 1.93_ -12 2.08
-.99 -.80 10 2.59 24 2.56 14 2.58 ---1;55 13 2.56
-.79 -.60 18 2.43 9 2.38 29

___9

.40-- 23 2.40 21 2.46
-.59 -.40 25 2.23 26 2.18 --44- 2.20 26 2.18 16 2.18
-.39 -.20 32 2.16 18 --2 34 2.10 32 2.10 48 2.10
-.19 .00 23 2.13,---49 2.10 38 2.07 45 2.08 35 2.07
.01 .20 36 2.14 19 2.13 17 2.12 16 1.12 15 2.12
.21 .40 35 2.29 16 2.28 28 2.25 23 2.26 30 2.26
.41 .60 16 2.49, 41 2.48 21 2.42 20 2.43 22 2.41
.61 .80 9 2.66 - 10 2.60 18 2.60 13 2.60
.81 1.00 14 2.60 18 2.56 21 2.52 17 2.52 26 2.52

1.01 1.20 26 2.28 -. _ 4 -2;27 15 2.24 11 2.34
1.21 1.40 12 1.86 45 1.77 17 1.82 15 1.81 17. 1.83
1.41 1.60 A 1.56 - 8 1.41 '1- 5 1.45 4 1.47
-1.61 1.80 - - - 3 1.17 3 1.18 1 1.24
1.81 2.00 1 1.86 - - * - - -

Total Croup 300 2.17 300 2.08 300 2.10 100 2.10 300 2.15
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Table K
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 7 under All Testing Conditions

0 Range

Conven-
tional
Test

-7---ro

Intra-
Subtest

Item
Selection

Intra- Subtest Item Selection
with Inter-Subtest Branching

Multiple
R

No. of
Items Random

Lo Hi 7477TrT N I(6) ir--17ffy N I(6)

-2.00 -1.80 - - - - 1 .06
-1.79 -1.60 17 .31 - 5 .18 6 .27 7 .23

-1.59 -1.40 - 16" .69 3 1.28 10 1.13 6 1.11
-1.39 -1.20 - - 2 3.07 - - 1 3.26
-1.19 -1.00 - - - - 1 3.04 - -

-.99 -.80 6 1.47 - - 3 1.16 10 1.04 6 1.30
-.79 -.60 22 .73 41 .56 23 .58 24 .56 20 .57

-.59 -.40 40 .45 14 .45 27 .43 34 .42 34 .43

-.39 -.20' 31 .65 89 .66 41 .58 35 .60 42 .61

-.19 .00 48 1.00 - - 38 1.00 26 .96 31 .96

.01 .20 21 1.47 25 1.42 39 1.47 37 1.38 35 1.38

.21 .40 23 1.77 30 1.87 23 1.79 18 1.82 18 1.81

.41 .60 43 1.92 82 1.90 31 1.89 30 1.89 39 1.89

.61 .80 38 1.88 - - 34 1.83 38 1.83 30 1.83

.81 1.00 6 1.84 26 1.79 23 1.80 20 1.79
1.01 1.20 - - 2 1.87 4 1.96 1 2.12
1.21 1.40 - - - - 1 2.26
1.41 1.60 - -
1.61 1.80 - - - - - - - - -
1.81 2.00 5 4.54 3 3.68 3 7.14 4 6.49 8 9.10

Total Croup 300 1.25 300 1.19 300 1.31 300 1.28 300 1.41

Table L
Mean Information Values (I) at Es ted---&iii;;;;OrtLevels (6)

for Subtest 1 Testing Conditions

6 Range

-

Conven-
tional
Test

Intra-
Subtest
Item

Selection

.113.11=1:101i

Intra - Subtest Item Selection
with Inter-Subtest Branching

Multiple
R

-reTM
No. of
Items Random

Lo Hi rim N I(6) r,1107 14r.(TY

-2.00 -1.80 - - -

-1.79 -1.60 - - 1 .20 - 1 .03

-1.59 -1.40 6 .09 6 .08 6 .06 5 .09 10 .10
-1.39 -1.20 29 .73 19 .65 7 .66 17 .59 13 .48

-1.19 -1.00 14 2.06 5 2.23 16 2.29 9 2.60 7 2.78
-.99 -.80 - 1 3.82 1 3.88- 5 3.97 3 4.06
-.79 -.60 22 3.38 - 14 3.33 18 3.24 7 3.44
-.59 -.40 24 2.30 49 2.18 52 1.98 37 1,96 41 1.93
-.39 -.20 36 1.54 49 1.48 30- --11-46 ---37 1.46 35 1.46
-.19 .00 41_1.76- --ro---1.67 33 1.66 34 1.68 40 1.66
.04------215 22 2.35 41 2.18 31 2.29 28 2.30 24 2.22
.21 .40 24 3.43 25 2.98 29 3.24 21 3.27 32 3.16
.41 .60 19 4.52 30 4.36 20 4.48 23 4.48 20 4.46
.61 .80 12 4.97 12 4.92 16 4.91 15 4.92 17 4.92
.81 1.00 8 4.70 4 4.83 10 4.75 17 4.77 12 4.75

1.01 1.20 14 4.65 10 4.74 9 4.69 14 4.66 11 4.66
1.21 1.40 6 5.25 2 4.92 6 5.10 5 5.06 4 5.14
1.41 1.60 15 5.31 6 5.33 5 5.26 3 5.14 10 5.25

1.61 1.80 2 4.55 10 4.68 4 4.82 2 4.84 3 ,,.57

1.81 2.00 8 2.96 11 2.11 10 2.61 10 2.62 10 2.65

Total Croup 300 2.75 300 2.58 300 2.73 300 2.76 300 2.70
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Table M
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 9 underAll Testing Conditions

Conven-
tional

§ Range Test
Lo Hi -71-757ETT

-2.00 -1.80

Intra- Intra-Subtest Item Selection
Subtest with Inter-Subtest Branching
Item Multiple No. of

Selection R Items Random
N I(0) N I(0) M1(1) N I(0)

-1.79 -1.60 - 3 .29 -
-1.59 -1.40 3 .85 4 .80 5 .94 6 .86
-1.39 -1.20 13 1.85 13 1.56 6 1.71 17 1.71
-1.19 -1.00 24 2.89 18 2.83 17 2.94 13 2.77
-.99 -.80 27 3.94 15 3.87 16 3.84 25 3.88
-.79 -.60 16 4.55 27 4.49 17 4.50 16 4.49
-.59 -.40 21 4.79 28 4.70 30 4.60 21 4.68
-.39 -.20 28 4.75 28 4.66 33 4.66 28 4.67
-.19 .00 29 4.78 26 4.69 , 29 4.68 37 4.69
.01 .20 27 4.95 25 4.86, 33 4.94 31 4.92
.21 .40 22 5.23 23 5.23 23 5.25 20 5.23
.41 .60 13 5.24 24 5.24 22 5.19 27 26 5.22
.61 .80 23 4.89 10 4.76 20 14 4.70 20 4.68
.81 1.00 16 4.16 20

--k-1-1

17 4.18
1.01 1.20 12 166------113.45 10 3.54
1.21 1.49_---k2 3.39 9 3.33 6 3.28

__1,41----1-30 4 3.32 10 3.22 8 3.20
1.61 1.80 4 3.34 4 3.21 2 3.11
1.81 2.00 6 3.76 3 4.85 3 5.01

Total Group 300 4.26 300 4.23 300 4.33

12 4.14 16 4.18
14 3.57 11 3.49
7 3.31 10 3.30
8 3.22 7 3.22
1 3.18 -
3 5.52 2 4.84

300 4.24 300 4.32

3 .41

6 .92.

9 1.38

9 2.83
19' 3.93
17 4.48
29 4.69
31 4.66
24 4.68
31 4.90

Table N
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 10 under All Testing Conditions

Range

Conven-
tional

TestTett

Intra-
Subtest
Item

Selection

Intra-Subtest Item Selection
with Inter-Subtest Branching

Multiple
R

No. of
Items Random

Lo Hi N ue) N 1(0) 1771117 741775 N 1(0)

-2.00 -1.80 - - - - -
-1.79 -1.60 - - 1 .14 2 .13 -
-1.59 -1.40 7 .30 6 .47 1 .60 Z .30 4 .47
-1.39 -1.20 1 _ 4 .82 - - 9 .75
-1.19 - 1.00 -14- 1.11 18 1.07 10 1.06 8 1.06 12 1.06
-.99 -.80 27 1.09 17 1.03 16 1.03 35 1.04 13 1.03
-.79 -.60 20 1.20 17 1.11 26 1.19 28 1.23 29 1.18
-.59 -.40 22 1.57 29 1.44 34 1.57 21 1.50 29 1.57
-.39 -.20 30 2.18 31 2.09 29 2.06 34 2.10 28 2.10
-,19 .00 35 2.74 72 2.64 34 2.65 38 2.57 35 2.65
.01 .20 31 3.08 3 2.97 36 2.94 23 2.94 23 2.95
.21 .40 31 2.99 32 2.89 25 2.88 27 2.88 24 2.87
.41 .60 23 2.77 28 2.59 27 2.67 33 2.68 31 2.63
.61 .80 21 2.66 11 2.57 16 2.54 12 2.54 19 2.54
.81 1.00 17 2.89 12 2.78 8 2.80 13 2.83 13 2.79

1.01 1.20 7 3.47 8 3.64 12 3.44 8 3.57 11 3.55
1.21 1.40 3 4.43 5 4.54 8 4.37 8 4.42 9 4.40
1.41 1.60 7 5.59 3 5.16 4 5.54 3 5.50 4 5.31
1.61 1.80 - 5 6.47 3 6.77 2 6.58 4 6.27
1.81 2.00 4 9.23 3 9.58 6 10.52 3 8.17 3 10.74

Total Group 300 2.01 300 2.4b 300 2.53 300 2.33 300 2.42

34
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Table 0
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 11 under All Testing Conditions

Intra- Intra-Subtest Itea Selection
Conven- Subtest with Inter-Subtest Branching .

6ioilal Item Multiple No. of
g Range Teit , Selection R Items Random
Lo Hi 717157 N I(0) N I(0) N 1(0) a...--10)

-2.00 -1.80 - - - - -____----.-- 3 .20
-1.79 -1.60 4 .60 2 ___-54---5 .56 - - 5 .84
-1.59 -1.40 8 1,12- ---If-- .93 1 .91 16 .94 5 .84
-1.39 -140----r3--1.96 19 1.70 1 1.76 ,12 1.72 14 1.85

__-----1-.00 21 3.33 14 3.36 1 3.14 21 3.41 12 3.06
-.99 -.80 22 5.17. 24 5.21 2 5.09 22 5.19 23 5.16
-.79 -.60 25 6.68 24 6.81 1 6.78 26 6.85 22 6.90
-.59 -.40 21 7.26 29 7.18 2 7.18 31 7.18 35 7.19
-.39 -.20 17 7.06 20 7.03 2 7.04 20 7.04 24 7.04
-.19 .00 32 7.20 24 7.20 2 7.17 24 7.22 -26 7.19
.01 .20 28 7.93 30 8.08 2 7.91 21 8.01 19 7.91
.21 .40 22 8.58 21 8.54 1 8.53 11 8.53 18 8.58
.41 .60 14 7.86 21 7.45 1 7.35 18 7.61 23 7.56
.61 .80 11 5.36 10 5.49 1 5.46 17 5.41 17 5.40
.81 1.00 23 3.70, 11 3.27 2 3.40 16 3.22 16 3.60

1.01 1.20 20 2.73 15 2.49 1 2.58 15 2.53 17 2.55
1.21 1.40 10 2.15 5 2.13 1 2.10 6 2.09 9 2.08
1.41 1.60 5 2.09 16 1.99 1 2.00 12 1.99 7 2.00
1.61 1.80 2 2.52 2 2.33 2.32 5 2.32 3 2.46
1.81 2.00 2 2.92 5 2.72 2.77 7 2.72 2 2.95

Total Group 300 5.50 300 5.55 30 5.29 300 5.28 300 5.55

Table P
Mean Information Values (I) at Estimated Achievement Levels (0)

for Subtest 12 under All Testing Conditions1::NIMII
Intra- Intra-Subtest Item Selection

Conven- Subtest with Inter-Subtest Branching
tional Item Multiple No. of

g Range Test Selection R Items Random
to Hi ir17IT irTrgy N 1(0) N I(0)

-2.00 -1.80 -
-1.79 -1.60 - -
-1.59 -1.40 1 .04 - - 1 .04 1 .03
-1.39 -1.20 7 .11 2 .11 2 .13 3 .15 3 .12
-1.19 -1.00 13 .29 11 .28 11 .27 12 .29 9 .26
-.99 -.80 -31 .53 26 .52 20 .46 23 .51 18 .54
-.79 -.60 33 .86 26 .96 26 .84 26 .89 32 .86
-.59 -.40 26 1.25 8 1.39 41 1.25 39 1.26 37 1.25
-.39 -.20 21 1.77 82 1.58 30 1.69 34 1.66 30 1.69
-.19 .00 34 2.09 11 1.99 32 2.04 30 2.03 25 2.03
.01 .20 36 2.31 46 2.28 35 2.29 31 2.32 29 2.32
.21 .40 21 2.60 13 2.71 19 2.55 22 2.62 19 2.60
.41 .60 23 2.84 23 2.79 31 2.79 19 2.81 28 2.79
.61 .80 8 2.82 15 2.82 17 2.77 6 2.76 14 2.78
.81 1.00 12 2.63 20 2.51 24 2.55 27 2.53

1.01 1.20 17 2.32 36 2.37 7 2.20 17 2.29 14 2.30
1.21 1.40 11 2.13 8 2.04 8 2.04 10 2.02
1.41 1.60 4 2.16 1 2.13 1 2.10
1.61 1.80 2 2.88 - - 1 2.70 1 2.92
1.81 2.00 1 6.52 1 7.86 3 7.69 1 6.30

Total Group 300 1.75 300 1:81 300 1.84 300 1.83 300 1.85

35



Navy

1 Dr. Ed Aiken

Navy Personnel R&D Center
San Diego, CA 92152 ------

JrProvost & Academic Dean

U.S. Naval Postgraduate School

Monterey, CA 93940

1 Dr. Robert Breaux
Code N-711
NAVTRAEQUIPCEN
Orlando. FL 32813

1 Chief of gival Education and Training
Liason Office

Air Force !Omen Resource Laboratory
Flying T. aiming Division
WILLIAMS AFB, AZ 85224

1 CDR Nike Curran
Office of Naval Research
800 N. Quincy St.
Code 270
Arlington, VA 22217

1 Dr. Richard Elster

Department of Administrative Sciences
Naval Postgraduate School
Montero!), CA 93940

DR. PAT FEDERICO
NAVY PERSONNEL R&D CENTER
SAN DIEGO, CA 92152

Mr. Paul Foley
Navy Personnel R&D Center
San Diego, CA 92152

Dr. John Ford

Navy Personnel R&D Center
San Diego, CA 92152

Dr. Patrick R. Harrison
Psychology Course Director
LEADERSHIP & LAW DEPT. (lb)

DIV. OF PROFESSIONAL DEVELOPMMENT
U.S. NAVAL ACADEMY
ANNAPOLIS, MD 21402

Dr. Norman J. Kerr
Chief of Naval Technical Training
Naval Air Station Memphis (75)
Millington, TN 313054

Dr. William L. Maloy

Principal Civilian Advisor for
Education and Training

Naval Training Command, Code 00A
Pensacola, FL 32508

Dr. Kneale Marshall
Scientific Advisor to DC110(MPT)
01201T

Washington DC 20370

1 Dr. Jemes MoBride
Navy Personnel RIG Center
San Diego, CA 92152

1 Dr William Montague
Navy Personnel MD Center
San Diego, CA 92152

DISTRIBUTION LIST

1 Mr. William Nordbrock
Instructional Program Dcvelopmest__--
Bldg. 90

Lrrent Lakes Naval Training Center,
IL 60088

1 Ted M. I., Yellen

Technical Information Office,
NAVY PERSONNEL R&D CENTER
SAN DIEGO, CA 92152

Library, Code P201L

Navy Personnel R&D Center
San Diego, CA 92152

Technical Director

Navy Personnel R&D Center
San Dice), CA 92152

6 Commanding Officer
Naval Research Laboratory
Code 2627
Washington. DC 20395

1 Psychologist

ONR Branch Office
Bldg 114, Section D
666 Summer Street
Boston, MA 02210

1 Office of Naval Research
Code 437
800 N. Quincy SStreet
Arlington, VA 22217

1 Dr. Alfred -F:-§i-C;de

----Veining Analysis & Evaluation Group
(TAEG)

Dept. of the Navy
Orlando, FL 32813

1

Code 201

1

1

5 Personnel & Training Research Programs
(Code 458)

Office of Naval Research
Arlington, VA 2017

1 Psychologist
OAR Branch Office
1030 East Green Street
Pasadena, CA 91101

Office of the Chief of Naval Operations
Research Development & Studies Branch

(0P-115)

Washington. DC 20350

LT Frank C. Petho. MSC, USN (Ph.D)
Selection and Training Research Division
Human 7v'formence Sciences Dept.
Naval Aerospace Medical Research
PensecolJ, FL 32508

Dr. Bernard Rimland (038)
Navy Personnel R&D Center
San Diego, CA 92152

Mr. Arnold Rubenstein

Office of Naval Technology
800 M. QUiney Street
Arlington, VA 22217

Laborat

Dr. Worth Scanlend, Director
Research, Development, Test $ Evaluation
N-5

Naval Education and Training Command
NAS, Pensacola, FL 32508

1 Dr. Robert G. Smith

Office of Chief of Naval Operations
OP-987H
Washington. DC 20350

36

Dr. Richard Sorensen
Navy Personnel R&D CeLter
San Diego. CA 92152

Dr. Ronald Weitzman
Code 54 WZ

Department of Administrative Sciences
U. S., Naval Postgraduate School
Monterey, CA 93940

Dr. Robert Wherry
562 Mallard Drive
Chalfont, PA 18914

Dr. Robert Wisher
Code 309
Navy Personnel R&D Center
San Diego, CA 92152

1 DR. MARTIN F. WISKOFF
NAVY PERSONNEL R& D CENTER
SAN DIEGO. CA 92152

1

1

1

1

1

1

Army

Technical Director
U. S. Army Research Institute for the

Behavioral and Social Sciences
5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Myron Ftschl

U.S. Army Research Institute for the
Social and Behavioral Sciences

5001 Eisenhower Avenue

Alexandria, VA 22333

Dr. Dexter Fletcher

U.S. Army Research Institute
5001 Eisenhower Avenue

Alexandris.VA 2233

Col Frank Hart
Army Research Institute for the

Behavioral & Social Sciences
5001 Eisenhower Blvd.

Alexandria, VA 22333

Dr. Michael Kaplan
U.S. ..RMY RESEARCH INSTITUTE

5001 EISENHOWER AVENUE
ALEXANDRIA, VA 22333

Dr. Milton S. Katz
Training Technical Area
U.S. Army Research Institute
50C1 Eisenhower Avenue
Alexandria, VA 22333

Dr. Harold F. O'Neil. Jr.
Attn: PERI-OK
*Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333

Dr. Robert 'armor

U. S. Army Research Institute for the
Behavioral and Social Sciences

5001 Eisenhower Avenue

Alexandria, VA 27333



1' Cesimandeat -----
CoastGuard

US UUf7/f/---Hdministration
Attn: Dr. Hherrill
FT Benjamin Morrison, IN 46256

Dr. Frederick Steinheiser
Dept. of Bevy

Chief of Naval Operations
OP-113
Washington, DC 20350

Dr. Joseph Wird

U.S. Army Research institute
5001 EiMenhower Avenue
Alexendria, VA 22311

Air Force

1 Air Force Human Resources Lab

AFHIL/MPO
Snooks AFC TX 78235

1 U.S. Air Force Office of Scientific
Research

Life Sciences Directorate. NL
Bolling Air Force Base
Washington. DC 20332

1 Air University Library
AUL/LSE 76/443
Maxwell OB. AL 36112

1 Dr.'Earl A. Alluisi
HO. AFHRL (AFSC)
Brooks AFB, TX 78235

1 Mr. Raymond E. Christal
AFHRL/M0
Brooks AFB. TX 78235

1 Dr. Genevieve Haddad

Program Manager
Life Sciences Directorate
AFOSR

Bolling AFB, DC 20332

1 Dr. Ross L. Morgan (AFHRL/LR)
Wight -Patterso-. AFB
Ohio 45433

1 Research and Measurment Division
Research Branch, AFMPC/MPCYPR
Randolph AFB. 7X 76148

1 Dr, Malcolm Ree
AFHRL/MP

Brooks AFB. TX 78235

1 Dr. Marty Rockway
Technical Director
AFHRL(OT)

Williams AFB. AZ 58224

Marines

He William Greenup

Education Advisor (E031)
Educatior enter. MCDEC
Cuantico, VA 22134

Wanton Office of Manpower Utilization
HO, Marine Corps (MPU)
BOB. Bldg. 2009
Ouantico, VA 22134

Major Michael L. Petrov, USMC
Headquarters, Marine Corps
(Code MPI -20)

Washington. DC 20380

DR. A.L. SLAFKOSKY

SCIENTIFIC ADVISOR (CODE RD-1)
HO, U.S. MARINE CORPS
VASHTVOTOS. or 20380

1 Mr. Thomas A. Warm

U. S. Coast Guard Institute
P. O. Substation 18
Oklahoma City, OK 73:69

Other DoD

12 Defense Technical Information Center
Cameron Station, Bldg 5
Alexandria, VA 22314
Attn: TC

1 Dr. William Graham
Testing Directorate
KEPCCM/MEPCT-P

Ft. Sheridan, IL 60037

Military Assistant for Training and
Personnel Technology

Office of the Under Secretary of Defense
for Research & Engineering

Room 30129. The Pentagon
Washington. DC 20301

Dr. Wayne Selman
Office of the Assistant Secretary
of Defense (MRA l4 L)
28269 The Pentagon
Washington. CC 20301

1 DARPA
1400 Wilson Blvd.
Arlington. VA 22209

Civil Govt

1 Dr. Susan Chipman

Learning and Development

National Institute of Education
1200 19th Street NW
Washington. DC 20208

Mr. Richard McKillip
Personnel RAD Center
Office of Personnel Management
1900 E Street NW

Washington. DC 20415

1 Dr. Arthur Named
National Intitute of Education
1200 19th Street Nd
Washington. DC 20208

1 Dr. Andrew R. Molnar

Science Education Dev.
and Research

National Science Foundation
Washington. DC 20550

1 Dr. Ve;n W. Urry
Personnel R&D Center
Office of Personnel Management
1900 E Street NW
Washington. DC 20415

Dr. Joseph L. Young, Director
Memory A Cognitive Processes
National Science Foundation
Washington. DC 20550

Non Govt

1 Dr. Erling B. Andersen
Department of Statistics
Studleatrarde 6
1455 Copenhagen

DENMARK

37

1 psychological research unit
Dept. of Defense (Army ',Moe)
Campbell Park Offices
Canberra ACT 2600, Australia

Dr. Alan BeddeleY

Medical Research Council

Applied Psychology Unit
15 Chaucer Road
Cambridge C82 2EF
ENGLAND

Dr. Isaac Bejar

Educational Testing Service
Princeton, NJ 08450

1 Dr. Penuche BirenbaLm
School of Education
Tel Aviv University

Tel Aviv, Ramat Aviv 69978
Israel

1

1

1

1

Dr. Werner Birke
DezWPs im Streitkraefteamt

Postfach 20 50 03
D-5300 Bonn 2
WEST GERMANY

Dr. R. Darrel Bock

Department of Education

University of Chicago
Chicago, IL 60617

Liaison Scientists
Office of Naval Research,
Branch Office . London
Box 39 FPO New York 09510

Dr. Robert Brennan

American College Testing Programs
P. O. Box 168

Iowa City, IA 52240

1 Dr. John B. Carroll

Psychometric Lab
Univ. of No. Carolina
Davie Hall 013A
Chapel Hill, NC 27514

Charles Myers Library
Livingstone House
Livingstone Road
Stratford
London E15 114
ENGLAND

1 Dr. Kenneth E. Clark
College of Arts S Sciences
University of Rochester
River Campus Station

Rochester, NY 14627

1 Dr. Norman Cliff
Dept. of Psychology

Univ. of So. California
University Park
Los Angeles. CA 90007

1 Dr. William E. Coffman

Director, Iowa Testing Programs
334 Lindquist Center
University of Iowa
Iowa City, IA 52282

1 Dr. Allan M. Collins
Bolt Beranek A Newnan. Inc.
50 Moulton Street
Cambridge, Ma 02136

1 Dr. Meredith P. Crawford
American Psychological Association
1200 rth Street, S.W.
Washington, DC 20036



1 Dr. Mena Crombag
Education Research Center
University of Leyden
Maerhaavelaan 2
2334 EN Leyden
The NETHERLANDS

1 Dr..Fritz Drasgow
Yale School of Organization and Manageme
Yale University .

Box 1A
New Raven, CT 06520

1 LCOL J. C. Eggenberger
DIRECTORATE OF PERSONNEL APPLIED RESEARC
NATIONAL DEFENCE HO
101 COLONEL BY DRIVE
OTTAWA, CANADA K1A OK2

1 Dr. Benjamin A. Fairbank. Jr.
Mc Fann-Gray A Associates, Inc.
5825 Callaghan
Suite 225
San Antonio, Texas 78228

Dr. Leonard Feldt
Lindquist Center for Measurment
University of lows
Iowa City, IA 52242

Dr. Richard L. Ferguson
The American College Testing Program
P.O. Box 168
Iowa City, IA 52240

Dr. Victor Fields
Dept. of Psychology
Montgomery College
Hooky! lle. MD 20850

Univ. Prof. Dr. Gerhard Fischer
Liebiggasse 5/3
A 1010 Vienna
AUSTRIA

Professor Donald Fitzgerald
University of New England
Voids le. New South Wales 2351
AUSTRALIA

Dr. Edwin A. Fleishman
Advanced Research Resources Organ.
Suite 900
4330 East West Highway
Washiegtor. oc 2001e

1 Dr. ;oho R. Frederiksen
Beranek A Newman

50 Moulton Street
Cambridge, MA 02138

1 DR. ROBERT GLASER
LRDC
UNIVERSITY OF PITTSBURGH
3939 O'HARA STREET
PITTSBURGH, PA 15213

1 Dr. Bert Green
Johns tkopkIns University
Department of Psychology
Charles A 34th Street
Baltimore. MD 21218

1 Dr. Ron Hambleton
School of b,ucation
University of Massechusetts
Msherst, MA 01032

1 Dr. Lloyd Humphreys. L_o,_
Department of Psychology
University of Illinois
Champaign. IL 61820

1 Library
HuiRRO/Western Division
27857 Berwick Drive
Carmel, CA 93921

1 Dr. Steven Hunks
Department of Education
University of Alberta
Edmonton. Alberta
CANADA

Dr. Earl Hunt
Dept. of Psychology
University of Washington
Seattle, WA 98105

Dr. Jack Hunter
2122 Coolidge St.
Lansing. NI 48906

Dr. Huynh Huynh
College of Education
University of South Carolina
Columbia. SC 29208

Mr. Marlin Kroger
1117 Via Goleta
Palos Verdes 'states, CA 90274

Dr. Michael Levine
Department of Educational Psychology
210 Education Bldg.
University of Arbtravis,..
Champaign. IL 801

Dr. Charles Lewis
Fsculteit Sociale Wetenschappen
Rijkauniversiteit Groningen
Oude Boteringestreat 23
9712GC Groningen
Netherlands

Dr. Robert Linn
College of Education
University of Illinois
Urbana. IL 61801

Dr. Frederick M. Lord
Educational Testing Service
Princeton, NJ 08540

Dr. James Lumaden
Department of Psychology
University of Western Australia
Redlands W.A. 6009
AUSTRALIA

Dr. Gary Marco
Educational Testing Service
Princeton, NJ 08450

Dr. Scott Maxwell
Department of Psychology
University of Houston
Houston, TX 77004

Dr. Samuel T. Mayo
Loyola University of Chicago
820 North Mi,'lgan Avenue
Chicago, IL 60611

Dr. Allen Munro
Behavioral Technology Laboratories
1845 Elena Ave.. Fourth Floor
Redondo Beach, CA 90277

Dr. Melvin R. Novick
356 Lindquist Center forr me....asurment
University of Iowa
Iowa City. IA 52242

Dr. Jesse Orlansky
Institute for Defense Analyses
400 Army Navy Drive
Arlington, VA 22202

38

1 Wayne M. Patience
American Council on Education
GED Testing Service, Suite 20
One Dupont Cirle, IN
Washington. DC 20036

1 Dr. James A. Paulson
Portland State University
P.O. Box 75,
Portland, OR 97207

1 MR. LUIGI PETRULLO
2431 N. EDGEWOOD STREET
ARLINGTON, VA 22207

1 DR. DIANE H. RAMSEY-KLEE
R-K RESEARCH & SYSTEM DESIGN
3947 RIDGEMONT DRIVE;
MALIBU, CA 90265

1 MINRAT M. L. RAUCH
P II 4
BUNDESMINISTERIUM opt VERTEEDIGUN0
POSTFACH 1328
D-53 DONN 1, GIR.PNv

1

1

1

1

1

Dr. Mark D. Reckase
Educational Psychology Dept.
University of Missouri-Columbia
4 Hill Hall
Columbia. MO 65211

Dr. Leonard L. Rosenbaum. Chairman
Department of Psychology
Montgomery College
Rockville, MD 20850

Dr. Ernst 2. Rothkopf
Bell Laboratories
600 Mountain Avenue
Murray Hill, NJ 07974

Dr. Lawrence Rudner
403 Elm Avenue
Takoma Park. MD 20012

Dr. J. Ryan
Department of Education
Univs:-sity of South Carolina
Columbia, Sc 29208

1 PROF. FUMIKO SAMEJIMA
DEPT. OF PSYCHOLOGY
UNIVERSITY OF TENNESSEE
KNOXVILLE, TN 37916

1

1

1

1

Frank L. Schmidt
Department of Psychology
Bldg. GG
George Washington University
Washington, DC 20052

DR. ROBERT J. SEIDEL
INSTRUCTIONAL TECHNOLOGY GROUP

HUMRRO

300 N. WASHINGTON ST.
ALEXANDRIA, VA 22314

Committee on Cognitive Research
% Dr. Lonnie R. Sherrod
Social Science Research Council
605 Thied Avenue
New York, NY 10016

Dr. Kazuo Duigemasu
University of Tohoku
Department of Educational Psychology
Kawauchi. Sendai 980
JAPAN

Dr. Edwin Shirkey
Department of Psychology
University of Central Florida
Orlando. FL 22416



I Dr. Robert Smith
Deportment of Computer Science
Rutgers University
New Brunswick. NJ 08903

1 Dr. Richard Snow
School of Education
Stanford University
Stanford. CA 94305

1 Dr. Robert Sternberg

Dept. of Psychology
Yale University
Box 11A. Yale Station
New Haven. CT 06520

1 DR. ALBERT STEVENS
BOLT BERANEK 4 NEWMAN. INC.
50 MOULTON STREET
CAMBRIDGE. MA 02138

1 DR. PATRICK SUITES
INSTITUTE FOR MATHEMATICAL STUDIES IN

THE SOCIAL SCIENCES
STANFORD UNIVERSITY
STANFORD. CA 94305

1 Dr. Herlharan Swaminathan
Laboratory of Psychometric and

Evaluation Research
School of Education
University of Massachusetts
Amherst. MA 01003

Dr. Brad Sympson

Psychometric Research Group

Educational Testing Service
Princeton. NJ 08541

1 Dr. Kikumi Tatsuoka

Computer, Based Education Research
Laboratory

252 Engineering Research Laboratory
University of Illinois
Urbana. IL 61801

1 Dr. David Ibissen
Department of Psychology
University of Kansas
Laurence. KS 66044

1 Dr. Robert Toutakava
Department of Statistics
University of Missouri
Columbia. MO 65201

1 Dr. David Vale

Assessment Systems Corporation
2395 University Avenue

Suite 306
St. Paul. MN 55114

1 Dr. Howard Wainer

Division of Psychological Studies
Educational Testing Service
Princeton. KJ 08540

1 DA. THOMAS WALLSTEN
PSYCHOMETRIC LABORATORY
DAVIE HALL 0I3A
UNIVERSITY OF NORTH CAROL
CHAPEL HILL. NC 27514

1 Dr. Phyllis Weaver
Graduate School of Education
Harvard University
200 Larsen Hall. Appian Way
Cambridge, MA 02138

1 DA. SUSAN E. WHITELY
PSYCHOLOGY DEPARTMENT
UNIVERSITY OF KANSAS
LAWRENCE, KANSAS 66044

1 Wolfgang Wildgrube
Streitkraefteamt
Box 20 50 03
D-5300 Donn ?

3D
fl



PREVIOUS PUBLICATIONS (CONTINUED)

77-5. Calibration of an Item Fool for the Adaptive Measurement of Achievement.
September 1977.

77-4. A Rapid Item-Search Procedure for Bayesian Adaptive Testing. May 1977.
77-3. Accuracy of Perceived Test-Item Difficulties. May 1977.
77-2. A Comparison of Information Functions of Multiple- Choice and Free-

Response Vocabulary Items. April 1977.
77-1. Applications of Computerized Adaptive Testing. March 1977.

Final Report: Computerized Ability Testing, 1972-1975. April 1976.
76=5. Effects of Item Characteristics on Test Fairness. December 1976.
76-4. Psychological Effects of Immediate Knowledge of Results and Adaptive

Ability Tatting. June 1976.
76-3. Effects of Immediate Knowledge of Results and Adaptive Testing on Ability

Test Performance. June 197 .
76-2. Effects of Time Limits on Test-Taking Behavior. April 1976.
7(1-1. Some Properties of a Bayesian Adaptive Ability Testing Strategy. March

1976.
75-6. A Simulation Study of Stradaptive Ability Testing. December 1975.
75-5. Computerized Adaptive Trait Measurement: Problems and Prospects.

November 1975.
75-4. A Study of Computer-Administered Stradaptive Ability Testing. October

1975.
a/5-3. Empirical and Simulation Studies of Flexilevel Ability Testing. July

1975.
75-2. TETREST: A FORTRAN IV Program for Calculating Tetrachoric Correlations.

March 1975.
75-1. An Empirical Comparison of Two-Stage and Pyramidal Adaptive Ability

Testing. February 1975.
74-5. Strategies of Adaptive Ability Measurement. December 1974.
74-4. Simulation Studies of Two-Stage Ability Testing. October 1974.
74-3. An Empirical Investigation of Computer-Administered Pyramidal Ability

Testing. July 1974.
74-2. A Word Knowledge Item Pool for Adaptive Ability Measurement. June 1974.
74-1. A Computer Software System for Adaptive Ability Measurement. January

1974.
73-4. An Empirical Study of Computer-Administered Two-Stage Ability Testing.

October 1973.
73-3. The Stratified Adaptive Computerized Ability Test. September 1973.
73-2. Comparison of Four Empirical Item Scoring Procedures. August 1973.
73-1. Ability Measurement: Conventional or Adaptive? February 1973.

Copies of these reports are available, while supplies last, from:
Computerized Adaptive Testing Laboratory

N660 Elliott Hall
University of Minnesota

75 East River Road
Minneapolis MN 55455 U.S.A.

is



PREVIOUS PUBLICATIONS

Proceedings of the 1977 Computerized Adaptive Testing Conference.
July 1978.

Research Reports

81-3. AValidity Comparison of Adaptive and Conventional Strategies for Mastery
Testing.

Final.Report: Computerized Adaptive Ability Testing. April 1981.
81-2. Effects of Immediate Feedback and Pacing of Item Presentation on Ability

Test Performance and Psychological Reactions to Testing. February
1981.

81-1. Review of Test Theory and Methods. January 1981.
80-5. An Alternate-Forms Reliability and Concurrent Validity Comparison of

Bayesi Adaptive and Conventional Ability Tests. December 1980.

6Pi

80-4. A Compari n of Adaptive, Sequential, and Conventional Testing Strategies
for Mastery Decisions. November 1980. '

80-3. Criterion-Related Validity'of Adaptive Testing Strategies. June 1980.
80-2. Interactive Computer Administration of a Spatial Reasoning Test. April

1980.
.

Final Report: Computerized Adaptive Performance Evaluation. February
1980.

10-1. Effects of Immediate Knowledge of Results on Achievement Test Performance
and Test Dimensionality. January 1980.

79-7. The Person Response Curve: Fit of Individuals to Item Characteristic
Curve Models. December 1979.

79-6. Efficiency of an Adaptive Inter-Subtest Branching Strategy in the
Measurement of Classroom Achievement. November 1979.

79-5. An Adaptive Testing Strategy for Mastery Decisions. September 1979.
79-4. Effect of Point-in-Time in Instruction on the Measurement of Achievement.

August 1979.
79-3. Relationships among Achievement Level Estimates from Three Item

Characteristic Curve Scoring Methods. April 1979.
Final Report: Bias-Free Computerized Testing. March 1979.

79-2. Effects of Computerized Adaptive Testing on Black and White Students.
March 1979.

79-1. Computer Programs r Scoring Test Data with Item Characteristic Curve
Models. Februa y 1979.

78-5. An Item Bias Investigation of a Standardized Aptitude Test. December
1978. --

78-4. A-Cohiiruct Validation of Adaptive Achievement Testing. November 1978.
78-3. ji Comparison of Levels and Dimensions of Performance in Black and White

Groups on Tesits of Vocabulary, Mathematics, and Spatial Ability.
October 1978.

78-2. The Effects of Knowledge of Results and Test DiffiCulty on Ability Test
Performance and Psychological Reactions to Testing. September 1978.

78-1. A Comparison of the Fairness of Adaptive and Conventional Testing
Strategies. August 1978.

77-7. An Information Comparison of Conventional and Adaptive Tests in the
Measurement of Classroom Achievement. October 1977.

,77-6. An Adaptive Testing Strategy for Achievgment Test Batteries. October
1977.

-continued overleaf-

41


